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Abstract:-Fake news detection is a critical task in today's information age, as the spread of misinformation can 

have severe consequences on individuals, societies, and even global events. The necessity of fake news 

detection arises from the growing challenges posed by the proliferation of false information across various 

platforms. Existing fake news detection techniques, such as Rule-Based Systems, Machine Learning 

Approaches, and Social Network Analysis, have made significant progress but still suffer from limitations in 

accurately capturing complex patterns and differentiating between real and fake news. This paper aims to 

address these limitations by proposing an efficient hyperparameter-tuned deep learning model (EHT-DL) for 

fake news detection. The EHT-DL model leverages a multi-step approach to effectively detect fake news. It 

begins with preprocessing steps such as text normalization, special character handling, tokenization, stop word 

removal, stemming, and lemmatization. This ensures the dataset is clean and ready for subsequent processing. 

Feature extraction is performed using word embeddings, N-grams, and TF-IDF scores to capture semantic 

information and word importance. The dataset is then split into training and testing sets, and the 

Dl4jMlpClassifier deep learning model is employed for classification. To tackle the drawbacks of existing 

techniques, the EHT-DL model incorporates efficient hyperparameter tuning. It applies both Grid Search and 

Random Search techniques to optimize the hyperparameters of the Dl4jMlpClassifier. By iteratively exploring 

various combinations of hyperparameters, the model identifies the best options that yield superior 

performance. This approach improves the model's accuracy and enhances its ability to differentiate between 

real and fake news. Experimental results demonstrate the efficacy of the EHT-DL model. The model is 

evaluated using standard evaluation metrics such as accuracy, precision, recall, and F1-score. Comparisons 

with existing techniques highlight the superiority of the proposed model in detecting fake news accurately and 

efficiently (83.27 % accuracy, 80.62 % precision, 71.57 % recall, and 75.83 % f1-score). The EHT-DL model 

achieves significant improvements in terms of performance, demonstrating its effectiveness in combating the 

challenges of fake news detection. 
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1. Introduction 

In today's information age, the advancements in 

technology and the widespread use of social 

media platforms have facilitated the rapid 

dissemination of news and information. While this 

has opened up new avenues for communication 

and knowledge sharing, it has also given rise to a 

concerning phenomenon known as fake news 

[1],[18]. Fake news refers to intentionally 

misleading or false information that is presented 

as factual news. It often aims to deceive readers, 

manipulate public opinion, create social unrest, or 

serve personal or political agendas.  

The impact of fake news can be far-reaching and 

profound [2]. At the individual level, it can lead to 

misinformation and confusion, influencing 

people's beliefs, decisions, and actions based on 

false premises. In societies, the spread of fake 

news can fuel tensions, exacerbate divisions, and 

undermine trust in institutions and the media. 

Furthermore, in the context of global events, the 

circulation of fake news has the potential to shape 

narratives, distort reality, and even impact 

geopolitical dynamics. As a result, the detection 

and mitigation of fake news have become crucial 

tasks in the field of information and 

communication [3],[20]. 

The need for fake news detection arises from the 

growing challenges posed by the widespread 

dissemination of false information [4],[22]. Fake 

news can have detrimental effects, including the 

erosion of trust in media, the distortion of public 



    
 2187 

2187 
  

Vol 44 No. 8 

August  2023 

Journal of Harbin Engineering University 

ISSN: 1006-7043 

discourse, the polarization of opinions, and the 

potential to influence democratic processes. 

Therefore, accurate and efficient methods for 

identifying and combating fake news are essential 

to ensure the integrity and reliability of 

information in the digital era. The integrity and 

reliability of information are paramount in the 

digital age, where news travels rapidly and reaches 

a vast audience. Robust fake news detection 

mechanisms can help restore trust in media, foster 

informed public discourse, mitigate polarization, 

and preserve the integrity of democratic 

processes. By investing in research and developing 

effective tools and techniques for fake news 

detection, individuals, organizations, and 

platforms can distinguish between reliable 

information and falsehoods. Such methods will 

enable individuals to make informed decisions, 

contribute to a healthier information ecosystem, 

and safeguard the integrity and reliability of 

information in the digital age. 

Various techniques have been employed to 

address the problem of fake news detection. 

These techniques include Rule-Based Systems, 

Machine Learning Approaches, and Social Network 

Analysis. Rule-Based Systems rely on predefined 

rules and patterns to identify fake news, but they 

often struggle to adapt to the evolving nature of 

fake news content and fail to capture complex 

patterns [5],[19]. Machine Learning Approaches 

leverage algorithms and statistical models to learn 

patterns from labeled datasets, but they may 

suffer from limited performance due to the 

challenges of feature representation and selection 

[6]. Social Network Analysis examines the 

propagation patterns of news articles through 

social networks but may lack the ability to 

effectively differentiate between real and fake 

news based on content analysis alone [7],[21]. 

Despite the progress made by existing techniques, 

they still exhibit limitations in accurately capturing 

intricate patterns and distinguishing between real 

and fake news. Rule-Based Systems can be 

inflexible and struggle to adapt to new forms of 

fake news. Machine Learning Approaches may face 

difficulties in feature representation and 

generalization, resulting in suboptimal 

performance. Social Network Analysis techniques 

may overlook crucial content-based cues and rely 

heavily on network-based signals, which may not 

always be reliable indicators of news veracity. 

To overcome the limitations of existing fake news 

detection techniques, this paper proposes an 

efficient hyperparameter-tuned deep learning 

model (EHT-DL). The EHT-DL model aims to 

improve the accuracy and efficiency of fake news 

detection by leveraging the power of deep 

learning algorithms and incorporating efficient 

hyperparameter tuning techniques. By optimizing 

the hyperparameters of the deep learning model, 

the EHT-DL model can effectively capture complex 

patterns and differentiate between real and fake 

news with superior performance. 

The contributions of this paper can be summarized 

as follows: 

 Introduction of the EHT-DL model, an efficient 

hyperparameter-tuned deep learning model, 

for fake news detection. 

 A comprehensive preprocessing pipeline that 

ensures the dataset is clean and ready for 

subsequent processing. 

 Utilization of word embeddings, N-grams, and 

TF-IDF scores for effective feature extraction, 

capturing semantic information, and word 

importance. 

 Incorporation of both Grid Search and Random 

Search techniques to optimize the 

hyperparameters of the deep learning model, 

enhancing its performance. 

 Experimental evaluation of the EHT-DL model 

using standard evaluation metrics, 

demonstrating its superiority over existing 

techniques in accurately and efficiently 

detecting fake news. 

This paper aims to propose the EHT-DL model as 

an efficient solution for fake news detection. By 

addressing the limitations of existing techniques, 

the EHT-DL model offers improved accuracy and 

efficiency in identifying fake news. The proposed 

model can be utilized in various domains, including 

media organizations, social media platforms, fact-

checking agencies, and academia, to combat the 

challenges posed by fake news and safeguards the 

reliability of information. 

The rest of the paper is organized as follows: 

Section 2 provides a review of related work in fake 

news detection. Section 3 presents the 

methodology, including the preprocessing steps, 
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feature extraction techniques, and the EHT-DL 

model. Section 4 describes the experimental setup 

and presents the results and analysis. Finally, 

Section 5 concludes the paper and outlines future 

research directions in the field of fake news 

detection. 

 

2. Related Works 

This section provides a comprehensive review of 

the existing literature and research efforts related 

to fake news detection. This section explores 

various approaches, methodologies, and 

techniques employed by researchers to address 

the challenges of identifying and combating fake 

news. By examining the advancements and 

limitations of previous studies, this review aims to 

establish the foundation for the proposed EHT-DL 

model and highlight the novelty and contributions 

of this research. 

Reis et al. [8] propose a supervised learning 

approach for fake news detection. They employ 

textual and social network features to distinguish 

between real and fake news articles. By utilizing 

machine learning algorithms, such as support 

vector machines (SVM) and random forests, they 

achieve promising results. The advantage of this 

approach is its ability to leverage a wide range of 

features to capture various aspects of fake news. 

However, a limitation is a reliance on manual 

feature engineering, which may not fully capture 

the complex patterns in fake news articles. 

Jwa et al. [9] introduce "exbake," an automatic 

fake news detection model based on the 

Bidirectional Encoder Representations from 

Transformers (BERT). BERT is a state-of-the-art 

transformer-based model that captures contextual 

information effectively. By leveraging BERT's pre-

trained language representation capabilities, 

exbake achieves high accuracy in fake news 

detection. The advantage of this approach is its 

ability to capture fine-grained semantic 

information. However, a disadvantage is the 

computational complexity and resource 

requirements associated with BERT-based models, 

which may limit their scalability. 

Zhang et al. [10] propose an analytics-based 

approach for fake news detection. They employ 

machine learning algorithms to analyze features 

such as sentiment, user credibility, and content 

characteristics to identify fake news articles. The 

advantage of this approach is its ability to consider 

various aspects and dimensions of fake news. 

Additionally, it provides insights into the factors 

contributing to the spread of fake news. However, 

a limitation is a potential reliance on specific 

features, which may not capture all variations and 

manifestations of fake news. 

Kaur et al. [11] propose a multi-level voting model 

for automating fake news detection. Their 

approach combines the decisions of multiple 

classifiers, each focusing on different aspects of 

news content, to improve accuracy and reliability. 

The advantage of this approach is its ability to 

leverage the collective decisions of multiple 

classifiers, enhancing overall performance. 

However, a limitation is the potential need for 

extensive computational resources when 

employing multiple classifiers simultaneously. 

Horne et al. [12] address the challenge of robust 

fake news detection over time and against 

malicious attacks. They investigate the impact of 

temporal dynamics and adversarial manipulations 

on detection models and propose techniques to 

improve resilience. The advantage of this approach 

is its consideration of real-world dynamics and 

vulnerabilities. It provides insights into the 

evolving nature of fake news and the 

countermeasures needed. However, a limitation is 

the potential complexity and computational 

demands associated with modeling temporal 

dynamics and adversarial attacks. 

Jiang et al. [13] propose a novel stacking approach 

for accurate fake news detection. Their model 

combines multiple base classifiers using a stacking 

ensemble technique to improve performance. The 

advantage of this approach is its ability to leverage 

the strengths of different classifiers and achieve 

higher accuracy. Additionally, it provides flexibility 

in incorporating diverse features and classifiers. 

However, a limitation is the potential complexity 

and computational overhead associated with 

stacking multiple classifiers. 

Verma et al. [14] propose WELFake, a fake news 

detection model that combines word embeddings 

with linguistic features. By leveraging word 

embeddings, linguistic features, and machine 

learning algorithms, WELFake achieves improved 

accuracy in identifying fake news articles. The 
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advantage of this approach is its ability to capture 

both semantic information through word 

embeddings and linguistic cues through linguistic 

features. However, a limitation is a potential 

reliance on specific linguistic features, which may 

not generalize well to all types of fake news 

articles. 

Vijjali et al. [15] propose a two-stage transformer 

model for COVID-19 fake news detection and fact-

checking. Their approach combines a transformer-

based model with a fact-checking module to 

improve the accuracy of fake news detection, 

particularly focusing on COVID-19-related 

misinformation. The advantage of this approach is 

its specialization in addressing fake news 

specifically related to the COVID-19 pandemic. 

However, a limitation is the potential domain-

specificity, which may restrict its applicability to 

other contexts. 

Bharadwaj and Shao [16] propose a fake news 

detection model that incorporates semantic 

features and text-mining techniques. Their study 

emphasizes the importance of semantic analysis in 

capturing contextual nuances and linguistic 

patterns indicative of fake news articles. By 

utilizing advanced text mining algorithms and 

semantic analysis approaches, their model shows 

promising results in accurately detecting fake 

news. The advantage of this approach is its ability 

to capture fine-grained semantic information. 

However, a limitation is a potential reliance on 

specific semantic features, which may not cover all 

variations of fake news. 

Al-Ahmad et al. [17] propose an evolutionary fake 

news detection method specifically designed for 

COVID-19 pandemic information. They employ a 

combination of genetic algorithms and machine 

learning techniques to detect and classify fake 

news related to the COVID-19 pandemic 

accurately. The advantage of this approach is its 

ability to adapt and evolve, enabling it to 

effectively handle the dynamic nature of fake 

news during a global crisis. By incorporating 

evolutionary computation, the model can 

continuously learn and improve its performance. 

However, a limitation is the potential complexity 

and computational cost associated with the 

evolutionary approach.  

Overall, the above-mentioned existing fake news 

detection techniques, including the methods used 

and their advantages and disadvantages, provide 

valuable insights into the advancements and 

limitations of previous approaches. The EHT-DL 

model is proposed as a solution to tackle the 

identified disadvantages by leveraging the 

strengths of deep learning and incorporating 

efficient hyperparameter tuning. The subsequent 

sections of this paper will provide a detailed 

description of the EHT-DL model and demonstrate 

its effectiveness through experimental evaluations 

and comparisons with existing techniques. 

 

3. An Efficient Hyperparameter-Tuned Deep 

Learning Model 

The EHT-DL model, which stands for the Efficient 

Hyperparameter Tuned Deep Learning model, is a 

proposed approach for detecting fake news. It 

combines deep learning techniques with 

hyperparameter tuning to improve the accuracy 

and efficiency of fake news detection. The model 

follows a multi-step process that includes 

preprocessing, feature extraction, classification, 

and hyperparameter optimization. 

The EHT-DL model is needed to address the 

challenges posed by the widespread dissemination 

of fake news in the current information age. Fake 

news can have detrimental effects on individuals, 

societies, and even global events. Existing 

techniques for fake news detection have made 

progress, but they often struggle to accurately 

capture complex patterns and effectively 

differentiate between real and fake news. This 

limitation can lead to the propagation of 

misinformation and its harmful consequences. 

Therefore, the EHT-DL model is needed to 

enhance the accuracy and efficiency of fake news 

detection by leveraging the power of deep 

learning and hyperparameter tuning. 

The EHT-DL model follows a series of steps to 

detect fake news effectively: 

 Preprocessing: The model begins by 

preprocessing the dataset of news articles. It 

converts the text to lowercase to ensure 

consistency. Special characters and 

punctuation are handled appropriately. The 

dataset is then tokenized, splitting it into 

individual words or tokens. Stop words, such as 
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common words with little semantic meaning, 

are removed. Words are stemmed and 

lemmatized to reduce variations and unify 

related terms. These preprocessing steps 

ensure the dataset is clean and prepared for 

further processing. 

 Feature Extraction: The EHT-DL model employs 

various techniques for feature extraction. Word 

embeddings are used to convert the 

preprocessed text into numerical vectors that 

capture semantic information and word 

relationships. N-grams, which are contiguous 

sequences of n words (e.g., bigrams, trigrams), 

are extracted as additional features to capture 

local word contexts. TF-IDF (Term Frequency-

Inverse Document Frequency) scores are 

computed to weigh the importance of each 

word in the dataset based on its frequency and 

rarity. These feature extraction techniques 

enhance the representation of text data, 

capturing both local and global information. 

 Classification: The dataset is divided into 

training and testing sets for model training and 

evaluation. The EHT-DL model utilizes the 

Dl4jMlpClassifier, a deep learning model 

specifically designed for classification tasks, to 

classify news articles as real or fake. The model 

architecture and parameters are set up for 

effective classification. 

 Hyperparameter Tuning: To overcome the 

limitations of existing techniques and optimize 

the performance of the Dl4jMlpClassifier, the 

EHT-DL model incorporates efficient 

hyperparameter tuning. It applies Grid Search 

and Random Search techniques to iteratively 

explore different combinations of 

hyperparameters such as learning rate and the 

number of hidden units. By evaluating the 

performance of the model with different 

hyperparameter configurations, the best 

options that yield superior performance are 

identified. 

 Model Training and Deployment: The EHT-DL 

model trains the Dl4jMlpClassifier on the 

training data, allowing it to learn the patterns 

and characteristics of real and fake news. Once 

trained, the model can be deployed to classify 

new articles as fake or not. 

 Model Evaluation: The trained EHT-DL model is 

evaluated using standard evaluation metrics 

such as accuracy, precision, recall, and F1-

score. These metrics provide insights into the 

model's performance and its ability to 

accurately differentiate between real and fake 

news. 

The EHT-DL model can be applied in various 

domains and platforms where the detection of 

fake news is crucial. It can be utilized in social 

media platforms to identify and mitigate the 

spread of misinformation. Online news portals can 

integrate the EHT-DL model to provide more 

reliable news sources. Fact-checking organizations 

can leverage the model's capabilities to enhance 

their verification processes. Essentially, any system 

or platform that deals with the dissemination of 

information can benefit from the EHT-DL model 

for effective fake news detection. 

The EHT-DL model is used when there is a need to 

accurately detect and differentiate between real 

and fake news. It can be employed in real-time 

scenarios where the timely identification of 

misinformation is critical. For example, during 

election campaigns, the EHT-DL model can help 

identify and counteract fake news that might 

influence voters. In crises, such as natural disasters 

or public health emergencies, the model can help 

separate reliable information from false rumors, 

preventing panic and facilitating effective 

responses. The EHT-DL model is also valuable in 

situations where the spread of fake news can have 

significant societal consequences, such as 

controversial events or sensitive political 

developments. 

The novelty of the EHT-DL model lies in its 

combination of efficient hyperparameter tuning 

with deep learning techniques for fake news 

detection. While both deep learning and 

hyperparameter tuning have been widely used in 

machine learning, their application specifically for 

fake news detection is relatively novel. 

Here are some specific aspects that contribute to 

the novelty of the EHT-DL model: 

 Integration of deep learning: The EHT-DL 

model incorporates a deep learning 

architecture, specifically the Dl4jMlpClassifier, 

for classification. Deep learning models have 

shown significant success in various natural 
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language processing tasks, but their application 

to fake news detection is still relatively new. 

 Efficient hyperparameter tuning: The EHT-DL 

model utilizes both Grid Search and Random 

Search techniques to optimize the 

hyperparameters of the Dl4jMlpClassifier. 

Hyperparameter tuning is crucial for achieving 

optimal performance, but the EHT-DL model 

introduces an efficient approach to searching 

for the best hyperparameter configurations 

within the deep learning model. 

 Multi-step preprocessing: The EHT-DL model 

performs a series of preprocessing steps, 

including text normalization, special character 

handling, tokenization, stop word removal, 

stemming, and lemmatization. While these 

steps are commonly used in text processing, 

their combination within the EHT-DL model for 

fake news detection is novel and tailored to 

this specific task. 

 Combination of feature extraction techniques: 

The EHT-DL model combines different feature 

extraction techniques, including word 

embeddings, N-grams, and TF-IDF scores. This 

multi-modal approach aims to capture both 

semantic information and word importance, 

enhancing the model's ability to differentiate 

between real and fake news. 

Overall, the novelty of the EHT-DL model lies in its 

integration of deep learning, efficient 

hyperparameter tuning, multi-step preprocessing, 

a combination of feature extraction techniques, 

and its focus specifically on the task of fake news 

detection. These elements contribute to its unique 

approach and advancements in tackling the 

challenges of identifying and mitigating the spread 

of fake news. Algorithm 1 explains the proposed 

EHT-DL model in detail. 

 

Algorithm 1: EHT-DL: An efficient 

hyperparameter-tuned deep learning model for 

fake news detection 

Input : Dataset of news articles (with labels 

indicating whether they are fake or 

not) 

Hyperparameters (e.g., learning 

rate, numHiddenUnits) 

Output : The trained deep learning model for 

fake news detection 

/* Preprocessing */ 

Step 1 : Convert the dataset to lowercase. 

Step 2 : Handle special characters and 

punctuation. 

Step 3 : Tokenize the dataset using 

whitespace and regular expressions. 

Step 4 : Remove stop words from the 

dataset. 

Step 5 : Stem words in the dataset. 

Step 6 : Perform lemmatization on the 

dataset. 

Step 7 : Utilize parallel processing to 

optimize efficiency. 

/* Feature Extraction */ 

Step 8 : Word Embeddings: Convert the 

preprocessed text into numerical 

vectors using pre-trained word 

embeddings. 

Step 9 : N-grams: Extract contiguous 

sequences of n words as features 

(e.g., bigrams, trigrams). 

Step 10 : TF-IDF: Compute the Term 

Frequency-Inverse Document 

Frequency (TF-IDF) scores for each 

word to weigh their importance. 

/* Classification */ 

Step 11 : Train/Test Split: Split the dataset 

into training and testing sets. 

Step 12 : Model Architecture: Use the 

Dl4jMlpClassifier deep learning 

model for classification. 

Step 13 : Hyperparameter Tuning: Optimize 

the hyperparameters of the 

Dl4jMlpClassifier model using 

techniques such as Grid Search and 

Random Search. 

 Set base classifier options. 

 Apply Random Search: 

 Randomly set 

hyperparameters (e.g., learningRate 

and numHiddenUnits). 

 Modify options with new 

hyperparameters. 

 Create and evaluate 

Dl4jMlpClassifier. 

 Update best options if 

performance improves. 

 Apply Grid Search: 

 Define a set of learning rate 
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values (e.g., [0.01, 0.05, 0.1]) and 

numHiddenUnits values (e.g., [10, 

50, 100]). 

 Modify the previous best 

options with new hyperparameters. 

 Create and evaluate 

Dl4jMlpClassifier. 

 Update best options if 

performance improves. 

 The best options obtained 

from the hyperparameter tuning 

process are the tuned 

hyperparameters. 

 Create Dl4jMlpClassifier 

with these final best options. 

Step 14 : Model Training: Train the 

Dl4jMlpClassifier model on the 

training data. 

Step 15 : Model Deployment: Deploy the 

trained model to classify new 

articles (testing data) as fake or not. 

Step 16 : Model Evaluation: Evaluate the 

trained model on the testing data 

using metrics such as accuracy, 

precision, recall, and F1-score. 

 

3.1 Preprocessing: 

Preprocessing in EHT-DL refers to a set of steps 

performed on the dataset of news articles before 

training a deep learning model for fake news 

detection. These steps involve transforming the 

raw text into a format that is more suitable for the 

subsequent stages of feature extraction and 

classification. 

Preprocessing is needed in EHT-DL to clean and 

transform the raw text data into a structured and 

standardized format that can be effectively 

processed by machine learning algorithms. By 

performing preprocessing, the algorithm aims to 

remove noise, reduce dimensionality, handle 

variations in text, and extract meaningful features 

that can aid in accurate fake news detection. 

In EHT-DL, preprocessing works by following a 

series of steps. These steps include converting the 

dataset to lowercase, handling special characters 

and punctuation, tokenizing the text into 

individual words, removing stop words, stemming 

words, performing lemmatization, and utilizing 

parallel processing techniques for efficiency. Each 

step addresses specific aspects of text data 

cleaning and transformation to prepare it for 

further processing. 

Preprocessing is used in EHT-DL before the feature 

extraction and classification stages. It occurs after 

the dataset is obtained and before it is split into 

training and testing sets. The preprocessing steps 

are applied to the entire dataset to ensure 

consistency and quality in the data before training 

the deep learning model. 

Advantages of preprocessing used in EHT-DL 

include: 

 Noise reduction: Preprocessing helps remove 

irrelevant information, such as special 

characters, punctuation, and stop words, which 

can improve the accuracy of the model. 

 Standardization: By converting text to 

lowercase, removing stop words, and applying 

stemming or lemmatization, the data is 

standardized, reducing the dimensionality and 

handling variations in the text. 

 Feature extraction: Preprocessing facilitates 

the extraction of meaningful features from the 

text, such as word embeddings, n-grams, and 

TF-IDF scores, which can enhance the 

performance of the model. 

 Efficiency: The use of parallel processing 

techniques can speed up the preprocessing 

stage, enabling faster training and evaluation of 

the deep learning model. 

Algorithm 2 explains the working process of 

preprocessing. 

Algorithm 2: Preprocessing 

Input : Dataset of news articles (raw text) 

Output : Preprocessed dataset 

Step 1 : Convert the dataset to lowercase. 

Step 2 : Remove any special characters and 

punctuation marks from the text. 

Step 3 : Tokenize the dataset using 

whitespace and regular expressions 

to split the text into individual 

words. 

Step 4 : Remove stop words from the 

dataset, such as common words like 

"the," "is," and "and." 

Step 5 : Perform stemming on the words in 

the dataset to reduce them to their 

base form (e.g., "running" becomes 

"run"). 
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Step 6 : Apply lemmatization on the words 

in the dataset to transform them 

into their canonical form (e.g., 

"running" becomes "run," "better" 

becomes "good"). 

Step 7 : Utilize parallel processing 

techniques to optimize efficiency 

during preprocessing. 

Step 8 : Output the preprocessed dataset for 

further processing. 

 

Overall, preprocessing plays a crucial role in EHT-

DL for fake news detection. It prepares the raw 

text data by cleaning, transforming, and 

standardizing it, allowing subsequent stages of 

feature extraction and classification to be more 

effective. The advantages of preprocessing include 

noise reduction, standardization, improved feature 

extraction, and increased efficiency in model 

training and evaluation 

3.2 Feature Extraction: 

Feature Extraction in EHT-DL refers to the process 

of transforming the preprocessed text data into 

numerical representations that capture relevant 

information for fake news detection. It involves 

converting the text into word embeddings, 

extracting N-grams, computing TF-IDF scores, and 

combining these features into a comprehensive 

representation for each news article. 

Feature Extraction is needed in EHT-DL to convert 

raw text data into numerical features that can be 

effectively used by machine learning algorithms. 

By extracting meaningful features, the algorithm 

can capture important patterns, relationships, and 

semantic information present in the text. This 

enables the deep learning model to learn and 

make accurate predictions about whether an 

article is fake or not. 

In EHT-DL, Feature Extraction works by following a 

set of steps: 

 Firstly, the preprocessed text is converted into 

numerical vectors using pre-trained word 

embeddings. This step captures the semantic 

meaning of words. 

 Next, N-grams are extracted from the 

preprocessed text, such as bigrams or trigrams, 

to capture local context and word associations. 

 TF-IDF scores are computed for each word, 

reflecting their importance in the dataset by 

weighing the frequency of the word in the 

article and across the entire dataset. 

 The word embeddings, N-grams, and TF-IDF 

scores are combined to create a 

comprehensive feature representation for each 

news article. 

 The extracted features are then normalized to 

ensure they are on a similar scale, which can 

improve the performance of the deep learning 

model. 

 Feature Extraction is used in EHT-DL after the 

preprocessing stage and before the 

classification stage. Once the text data has 

been preprocessed, the features are extracted 

to represent each news article numerically. 

These features are then utilized as input to 

train the deep learning model for fake news 

detection. 

 Advantages of Feature Extraction used in EHT-

DL include: 

 Information capture: Feature Extraction allows 

the algorithm to capture important patterns and 

relationships in the text data that are relevant 

for distinguishing between fake and non-fake 

news articles. 

 Numerical representation: By converting the 

text into numerical features, the deep learning 

model can effectively process and learn from the 

data. 

 Semantic meaning: Word embeddings capture 

the semantic meaning of words, enabling the 

model to understand the context and meaning 

of the text. 

 Local context: N-grams provide information 

about the local context and word associations, 

which can capture important linguistic patterns 

in the text. 

 Importance weighting: TF-IDF scores weigh the 

importance of each word in the dataset, giving 

higher importance to more discriminative 

words. 

Algorithm 3 explains the working process of 

feature extraction. 

 Algorithm 3: Feature Extraction 

Input : Preprocessed dataset of news 

articles 

Output : Extracted features from the dataset 

Step 1 : Convert the preprocessed text into 

numerical vectors using pre-trained 
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word embeddings. 

Step 2 : Extract N-grams from the 

preprocessed text to capture 

contiguous sequences of n words 

(e.g., bigrams, trigrams). 

Step 3 : Compute the Term Frequency-

Inverse Document Frequency (TF-

IDF) scores for each word to weigh 

their importance in the dataset. 

Step 4 : Combine the word embeddings, N-

grams, and TF-IDF scores to create a 

comprehensive feature 

representation for each news 

article. 

Step 5 : Normalize the extracted features to 

ensure they are on a similar scale. 

Step 6 : Output the extracted features for 

classification. 

 

Overall, Feature Extraction is a critical step in EHT-

DL for fake news detection. It transforms the 

preprocessed text data into numerical features 

that capture important patterns and relationships 

in the text. The advantages of Feature Extraction 

include information capture, numerical 

representation, semantic meaning, local context, 

and importance weighting. These features serve as 

input to the deep learning model, enabling it to 

make accurate predictions about the authenticity 

of news articles. 

3.3 Dl4jMlpClassifiermodel training, deployment, 

and evaluation: 

Dl4jMlpClassifier model training, deployment, and 

evaluation in EHT-DL refer to the process of 

training a deep learning model called 

Dl4jMlpClassifier, deploying the trained model to 

classify new articles as fake or not, and evaluating 

the model's performance using various metrics. 

Dl4jMlpClassifier model training, deployment, and 

evaluation are needed in EHT-DL to build an 

effective fake news detection system. The training 

phase allows the model to learn patterns and 

relationships in the labeled dataset, enabling it to 

classify news articles accurately. Deployment is 

necessary to apply the trained model to unseen 

data for real-world classification tasks. Evaluation 

helps assess the model's performance and 

determine its effectiveness in distinguishing 

between fake and non-fake news. 

In EHT-DL, Dl4jMlpClassifier model training, 

deployment, and evaluation work as follows: 

 The labeled dataset is split into training and 

testing sets. 

 The Dl4jMlpClassifier deep learning model is 

defined with specific architecture and 

parameters, such as the number of layers, 

activation functions, regularization techniques, 

learning rate, and numHiddenUnits. 

 The model is initialized with the defined 

architecture and parameters. 

 The model is trained on the training set using 

the extracted features and corresponding labels. 

 Hyperparameter tuning is performed to 

optimize the model's performance. This involves 

adjusting hyperparameters, such as learning rate 

and numHiddenUnits, through techniques like 

Grid Search and Random Search. It 

systematically explores different combinations 

of hyperparameters to find the best 

configuration that maximizes the model's 

performance. 

 The trained model is validated using the training 

set to monitor performance and prevent 

overfitting. 

 Validation and hyperparameter tuning are 

iterated until the model achieves satisfactory 

performance on the training set. 

 The hyperparameter-tuned trained model is 

deployed to classify news articles in unseen 

datasets as real or fake. 

 The model's performance is evaluated using 

standard evaluation metrics like accuracy, 

precision, recall, and F1-score. 

Dl4jMlpClassifier model training, deployment, and 

evaluation are typically used in EHT-DL after the 

feature extraction step. Once the features have 

been extracted from the preprocessed text data, 

the Dl4jMlpClassifier model is trained on the 

labeled training data, deployed for real-world 

classification tasks, and evaluated to assess its 

performance. 

Advantages of Dl4jMlpClassifier model training, 

deployment, and evaluation used in EHT-DL 

include: 

 Accuracy: The Dl4jMlpClassifier model, being a 

deep learning model, can learn complex 

patterns and relationships in the data, 
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potentially leading to higher accuracy in fake 

news detection. 

 Flexibility: The model's architecture and 

parameters can be customized based on the 

specific requirements and characteristics of the 

dataset, allowing for better adaptation to the 

problem at hand. 

 Evaluation Metrics: The evaluation process 

provides objective metrics, such as accuracy, 

precision, recall, and F1-score, to assess the 

performance of the trained model, enabling 

comparisons and benchmarking against other 

models. 

 Scalability: Deep learning models like 

Dl4jMlpClassifier can handle large datasets 

efficiently and can be scaled to accommodate 

increased data volume if required. 

 Hyperparameter Tuning: By performing 

hyperparameter tuning, the Dl4jMlpClassifier 

model can be optimized for better performance, 

finding the most suitable combination of 

hyperparameters that maximizes the model's 

accuracy and generalization ability. 

The Dl4jMlpClassifier model refers to a specific 

type of deep learning model used in the EHT-DL 

algorithm for fake news detection. 

Dl4jMlpClassifier stands for "DeepLearning4j 

Multi-Layer Perceptron Classifier," where 

DeepLearning4j (DL4j) is a deep learning library for 

Java and Multi-Layer Perceptron (MLP) is a type of 

neural network architecture. 

The MLP is a feedforward neural network model 

that consists of multiple layers of interconnected 

nodes, known as artificial neurons or units. It 

typically consists of an input layer, one or more 

hidden layers, and an output layer. Each neuron in 

a layer is connected to the neurons in the 

subsequent layer. The connections between 

neurons are represented by weights, which are 

adjusted during the training process to learn the 

underlying patterns in the data. 

The Dl4jMlpClassifier model in EHT-DL utilizes the 

MLP architecture for classification tasks, 

specifically for detecting fake news. It takes the 

extracted features from the preprocessed text 

data as input and learns to classify articles as 

either fake or not. The model's architecture, 

including the number of layers and the number of 

units in each layer (numHiddenUnits), is defined 

during the training process. 

To train the Dl4jMlpClassifier model, the labeled 

dataset is used, where the features extracted from 

the preprocessed text are paired with their 

corresponding labels indicating whether they are 

fake or not. The model is trained using an 

optimization algorithm, such as stochastic gradient 

descent (SGD), to minimize the difference 

between its predicted outputs and the true labels. 

During the training process, the Dl4jMlpClassifier 

model adjusts the weights of its neurons based on 

the training examples, gradually improving its 

ability to make accurate predictions. The model's 

performance is continually evaluated using 

validation techniques to monitor its progress and 

prevent overfitting. 

Once the model is trained, it can be deployed to 

classify new articles as fake or not by feeding them 

through the network and obtaining the predicted 

output. The deployed model is capable of handling 

unseen data and making predictions in realtime. 

Overall, the Dl4jMlpClassifier model is a powerful 

deep-learning model that leverages the MLP 

architecture for fake news detection in the EHT-DL 

algorithm. It learns to recognize patterns and 

relationships in the extracted features to make 

accurate predictions about the authenticity of 

news articles. Algorithm 4 shows the working 

process of Dl4jMlpClassifier model training, 

deployment, and evaluation. 

 

Algorithm 4:Dl4jMlpClassifiermodel training, 

deployment, and evaluation 

Input : Extracted features and labeled 

dataset (training data) 

Output : Trained classification model, fake 

news detection, and Evaluation 

metrics 

Step 1 : Split the labeled dataset into 

training and testing sets 

Step 2 : Use the Dl4jMlpClassifier deep 

learning model for classification. 

Step 3 : Define the architecture and 

parameters of the Dl4jMlpClassifier 

model, including the number of 

layers, activation functions, 

regularization techniques,learning 

rate, and num Hidden Units. 
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Step 4 : Initialize the Dl4jMlpClassifier model 

with the defined architecture and 

parameters. 

Step 5 : Train the Dl4jMlpClassifier model on 

the training set using the extracted 

features and corresponding labels. 

Step 6 : Optimize the Dl4jMlpClassifier 

model's performance by adjusting 

the hyperparameters, such as 

learning rate, and num Hidden 

Units. 

Step 7 : Validate the trained model using the 

training set to monitor its 

performance and prevent 

overfitting. 

Step 8 : Iterate steps 5-7 until the model 

achieves satisfactory performance 

on the training set. 

Step 10 : Deploy the hyperparameter-tuned 

trained Dl4jMlpClassifier model to 

classify the news articles in the 

unseen dataset as either real or 

fake. 

Step 11 : Evaluate the model's performance 

using standard evaluation metrics 

such as accuracy, precision, recall, 

and F1-score. 

 

Overall, Dl4jMlpClassifier model training, 

deployment, and evaluation are integral parts of 

EHT-DL for fake news detection. They involve 

training a deep learning model, deploying it for 

real-world classification, and evaluating its 

performance. These processes enable the model 

to learn from labeled data, make predictions on 

unseen articles, and assess its effectiveness using 

evaluation metrics. The advantages include 

accuracy, flexibility, evaluation metrics, scalability, 

and the capability to perform hyperparameter 

tuning, which enhances the model's performance 

and adaptability. Dl4jMlpClassifier serves as a 

valuable component of the overall EHT-DL system. 

3.4 Advantages of the EHT-DL model: 

The EHT-DL model for fake news detection offers 

several key advantages in combating the spread of 

misinformation. By leveraging deep learning 

techniques and efficient hyperparameter tuning, 

the EHT-DL model enhances accuracy, efficiency, 

and adaptability. From improved accuracy and 

efficient feature extraction to automated 

hyperparameter tuning and robustness to evolving 

fake news techniques, the EHT-DL model provides 

a comprehensive solution for identifying and 

combating fake news in the modern information 

age. The key advantages are: 

1. Improved accuracy: The EHT-DL model 

leverages deep learning techniques and 

hyperparameter tuning to enhance the 

accuracy of fake news detection, reducing false 

positives and false negatives. 

2. Efficient feature extraction: The model 

employs word embeddings, N-grams, and TF-

IDF scores to capture semantic information and 

word importance, enabling it to effectively 

represent the text data. 

3. Hyperparameter optimization: The EHT-DL 

model applies hyperparameter tuning 

techniques such as Grid Search and Random 

Search to identify the best combinations of 

hyperparameters, resulting in improved 

performance. 

4. Flexibility: The model can be applied to various 

datasets and domains, making it adaptable to 

different contexts and types of fake news. 

5. Preprocessing steps: The EHT-DL model 

performs essential preprocessing steps such as 

text normalization, stop word removal, 

stemming, and lemmatization, which help 

improve the quality of the data and the 

subsequent classification process. 

6. Scalability: The model can handle large 

datasets and can be parallelized to optimize 

efficiency by leveraging parallel processing 

techniques. 

7. Generalization: The EHT-DL model has the 

potential to generalize well to unseen data by 

learning complex patterns and representations 

from the training set. 

8. Automated hyperparameter tuning: The 

incorporation of hyperparameter tuning 

eliminates the need for manual parameter 

selection, saving time and effort in finding 

optimal configurations. 

9. Comparative analysis: The model allows for 

easy comparison with existing techniques, 

providing insights into its superiority and 

advantages over other approaches. 
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10. Real-time deployment: Once trained, the EHT-

DL model can be deployed for real-time 

classification of news articles, enabling quick 

identification and mitigation of fake news in 

time-sensitive scenarios. 

4. Experimental Results and Discussions 

 In this section, the performance of the 

EHT-DL model is evaluated for fake news detection 

using the Liar dataset. The Liar dataset is a publicly 

available dataset that contains statements made 

by politicians, categorized as true, mostly true, half 

true, barely true, false, and pants on fire. It 

includes textual features like the statement itself 

and metadata features such as the speaker's job 

title and party affiliation.The EHT-DL model is 

implemented in Java and utilizes the Liar dataset 

to evaluate its performance. Four evaluation 

metrics, namely accuracy, precision, recall, and F1-

score, are used to assess the algorithm's 

effectiveness. 

Accuracy measures the ratio of correct predictions 

(true positives and true negatives) to the total 

number of predictions. It is calculated using the 

formula: 

Accuracy = (true positives + true negatives) 

/ (true positives + true negatives + false 

positives + false negatives) 

(1) 

Precision quantifies the proportion of true 

positives among all positive predictions. Its 

calculation is given by: 

Precision = true positives / (true positives + 

false positives) 

(2) 

Recall measures the proportion of true positives 

compared to the total number of actual positives 

in the dataset. It is defined as: 

Recall = true positives / (true positives + 

false negatives) 

(3) 

The F1-score is a harmonic mean of precision and 

recall, providing a balanced measure between the 

two. It is calculated as: 

F1-score = 2 * precision * recall / (precision 

+ recall) 

(4) 

These evaluation metrics offer quantitative 

insights into the performance of the algorithm in 

detecting fake news. Additionally, the 

performance of individual participant classifiers is 

evaluated separately using the same metrics for 

comparison. Table 1 presents a comparison of 

classifier performance based on accuracy, 

precision, recall, and F1-score. 

 

Table 1: Performance Comparison of Classifiers 

using Accuracy, Precision, Recall, and F1-Score 

Metrics 

Metri
cs 

J48 NB 
KN
N 

RF 
Dl4jMlpCl
assifier 

EHT
-DL 
mo
del 

Accur
acy 

20.
02 

22.
37 

18.
94 

20.
54 

21.29 
83.
27 

Preci
sion 

20 
21.
13 

26.
17 

25.
7 

20.8 
80.
62 

Recal
l 

20.
02 

22.
37 

18.
94 

20.
54 

21.29 
71.
57 

F1-
Score 

16.
93 

19.
83 

13.
01 

17.
03 

20.07 
75.
83 

 

Furthermore, Figure 1 shows the pictorial diagram 

of the performance comparison of six different 

classifiers, namely J48, NB, KNN, 

RF,Dl4jMlpClassifier, and EHT-DL model, on a 

dataset. 
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using Accuracy, Precision, Recall, and F1-Score 

Metrics 
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compared using accuracy, precision, recall, and F1-
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18.94% to 22.37%). Accuracy measures the overall 

correctness of the model's predictions, indicating 

the percentage of correctly classified instances. 

The higher accuracy of the EHT-DL model suggests 

that it outperforms the other classifiers in 

accurately distinguishing between real and fake 

news. 

Precision: Precision measures the proportion of 

correctly predicted positive instances (in this case, 

fake news) out of all instances predicted as 

positive. The EHT-DL model achieves a precision of 

80.62%, which is higher than the precisions of J48, 

NB, RF, and Dl4jMlpClassifier. This indicates that 

the EHT-DL model has a higher ability to correctly 

identify and label fake news instances. 

Recall: Recall, also known as sensitivity, measures 

the proportion of correctly predicted positive 

instances out of all actual positive instances. The 

EHT-DL model achieves a recall of 71.57%, which is 

higher than the recalls of J48, NB, RF, and 

Dl4jMlpClassifier. This implies that the EHT-DL 

model can effectively capture a higher number of 

actual fake news instances, reducing the chances 

of false negatives. 

F1-Score: The F1-score is the harmonic mean of 

precision and recall, providing a balanced measure 

of a model's performance. The EHT-DL model 

achieves an F1-score of 75.83%, which is higher 

than the F1-scores of J48, NB, RF, and 

Dl4jMlpClassifier. This indicates that the EHT-DL 

model achieves a better trade-off between 

precision and recall, leading to improved overall 

performance in fake news detection. 

The EHT-DL model performs best because it 

incorporates an efficient hyperparameter tuning 

approach, utilizing both Grid Search and Random 

Search techniques. By systematically exploring 

various combinations of hyperparameters, the 

EHT-DL model identifies the optimal settings that 

maximize its performance. This process helps the 

model to effectively learn complex patterns and 

differentiate between real and fake news 

instances. 

Additionally, the EHT-DL model leverages a multi-

step approach that includes preprocessing steps 

(such as text normalization, tokenization, and 

feature extraction using word embeddings, N-

grams, and TF-IDF scores) to ensure the dataset is 

properly prepared for classification. This 

comprehensive approach enables the model to 

capture semantic information and word 

importance, leading to better feature 

representation and enhanced fake news detection. 

The experimental results demonstrate that the 

EHT-DL model surpasses the other classifiers in 

terms of accuracy, precision, recall, and F1score. 

Its superior performance can be attributed to the 

effective hyperparameter tuning process and the 

incorporation of preprocessing steps that improve 

feature extraction and representation. Overall, the 

EHT-DL model exhibits effectiveness in combating 

the challenges of fake news detection, 

outperforming existing techniques. 

 

5. Conclusions and Future Work 

In this paper, an efficient hyperparameter-tuned 

deep learning model (EHT-DL) for fake news 

detection was proposed. The EHT-DL model 

addresses the limitations of existing techniques by 

leveraging a multi-step approach that combines 

preprocessing, feature extraction, and 

classification. By incorporating efficient 

hyperparameter tuning, the model achieves 

superior performance in accurately differentiating 

between real and fake news.The EHT-DL model 

begins with preprocessing steps to clean and 

normalize the text data, including handling special 

characters, tokenization, stop word removal, 

stemming, and lemmatization. This ensures that 

the dataset is in an optimal state for subsequent 

processing. Feature extraction techniques, such as 

word embeddings, N-grams, and TF-IDF scores, are 

then employed to capture semantic information 

and weigh the importance of words in the 

dataset.To optimize the performance of the 

classification model, the Dl4jMlpClassifier deep 

learning model is utilized. The model's 

hyperparameters, including the learning rate, and 

numHiddenUnits, are tuned using Grid Search and 

Random Search techniques. By iteratively 

exploring different combinations of 

hyperparameters, the EHT-DL model identifies the 

best options that yield superior 

performance.Experimental results demonstrate 

the efficacy of the EHT-DL model in detecting fake 

news accurately and efficiently. The model 

achieves significant improvements in terms of 

accuracy, precision, recall, and F1-score when 
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compared to existing techniques (83.27 % 

accuracy, 80.62 % precision, 71.57 % recall, and 

75.83 % f1-score). This highlights the effectiveness 

of the proposed approach in combating the 

challenges of fake news detection in the current 

information age.Overall, the EHT-DL model 

presented in this paper provides an effective 

solution for fake news detection. By incorporating 

efficient hyperparameter tuning and leveraging 

deep learning techniques, the model 

demonstrates improved accuracy and 

performance in distinguishing between real and 

fake news. The proposed model contributes to the 

growing body of research in combating 

misinformation and has the potential to make a 

significant impact in promoting the dissemination 

of accurate information in various domains. 

While the EHT-DL model shows promising results, 

there are several avenues for future research and 

improvement. Firstly, exploring different neural 

network architectures and models could 

potentially enhance the performance of fake news 

detection. Investigating the use of recurrent neural 

networks (RNNs) or transformers, known for their 

ability to capture sequential and contextual 

information, could be valuable.Additionally, 

incorporating external knowledge sources, such as 

external ontologies or domain-specific 

information, could improve the model's ability to 

understand the context and domain-specific 

characteristics of news articles. Integrating 

sentiment analysis and linguistic features could 

also provide additional cues for identifying fake 

news. 
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