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Abstract-: As the popularity of cell phones has increased in recent years, SMS i.e., short message service has 

arisen as a multi-billion-dollar industry. Reduced messaging costs have led to an increase in unsolicited (spam) 

mobile ads. In a study in 2012, it is found that a total of 31% of text sent was spam in some Asian countries. 

The email filtering algorithms may not achieve the quality they are supposed to given the results.  In this 

paper, we use efficient random forest algorithm for the classification of the SMS spam database from the 

Machine Learning UCI repository is taken, which contains around 5572 samples. After preprocessing, we 

create the embeddings for the dataset, we then pass in the vectors to our random forest algorithm for the 

classification task. The results are given considering the data imbalance problem and achieving an accuracy of 

about 96%. The experiment results aim to differentiate between spam and ham messages by creating a 

sensitive and efficient classification model that provides good accuracy with fewer false positives. And finally, 

we have concluded our experiment with high accuracy with the Random Forest classifier. 
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1. Introduction:  

The market for mobile phones has grown 

significantly in recent years [7, 8]. In the second 

quarter of 2013, over 432 million cell phones were 

supplied, which is a 6% increase year over year. 

Short Message Service, or SMS, is developing into 

a commercial sector with a multi-billion-dollar 

market value as cell phone use has become more 

widespread. Cell phone users can exchange brief 

messages via SMS, a messenger-like platform, 

often limited to 160 7-bit characters. With around 

3 billion active users in 2010, or almost 80% of all 

cell phone subscribers, it was the most widely used 

data application. 

As the platform's growing in popularity, the 

increase in the number of unsolicited notifications 

sent to cell phones via SMS can be seen [3,4]. SMS 

spam is even rarer than email spam, with about 

90% of emails being spammed in 2010, and still 

not large in North America. In China, text 

messages can cost less than $0.001 per message 

for adults. In addition, in some Asian parts, up to 

thirty percent of text messages were sent. In the 

Middle East, there are telephone companies that 

send marketing text messages. In addition, 

especially SMS spam [5,9] is more exciting than 

spam in the email as in some countries they also 

add to the cost of the recipient. we would like to 

consider the problem of finding spam, especially 

for text messages, due to these factors and the 

limited availability of mobile spam software. 

In spam classification [1,2], the spam emails are 

identified using the spam filters and prevent those 

emails from going to the mailbox. These filtering 

techniques are used to overcome form the 

negative effects of spamming which serve as a 

reliable predictable tool for eliminating unwanted 

emails. However, there is little risk of legitimate 

emails being sorted or removed incorrectly. Below 

picture clearly shows examples of spam messages: 
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Fig. 1   Example of Spam messages 

There is a big difference between text and email 

spam. In contrast to email, where a large database 

is available, a real SMS spam database is very 

limited [3,4]. Because of the text messages' short 

length, the quantity of features that can be used to 

classify them is much lesser than the 

corresponding number in an email. In addition, 

text messages are full of acronyms and much less 

formal language than you would expect from an 

email. All these factors can significantly reduce the 

performance of the main spam filtering algorithms 

used on short text messages. This paper focuses 

on applying several mechanical algorithms [10,11] 

to spam sorting problems and comparing their 

results in order to gain insight and further 

investigate the problem. It uses a database made 

up of 5572 messages that were taken from the UCI 

Machine Learning repository [13,14]. We have a 

collection of 747 SMS spam messages that have 

been manually taken from the UK forum Grumble 

text, where users of mobile phones can request 

SMS spam in public. A sizable text file makes up 

the dataset. The message tag and text message 

string are the first two characters on each line. The 

random forest algorithm is used once the data is 

provided for property analysis and extraction. 

 

2. Literature Review and methodologies 

Several papers 
[9-13]

 were studied for 

understanding the existing research work and 

technologies used for performing the task of 

Machine Learning based Spam Detection using 

various techniques. Some of the noteworthy 

papers are mentioned here. In a paper, Gomez 

Hidalgo et al. 
[2]

 have used some classifiers-based 

Bayesian techniques to detect the mobile scam. 

The authors have proposed two famous SMS spam 

datasets and have tested a few machine learning 

approaches and some methods based on message 

portrayal on these English and Spanish datasets. 

Finally, they concluded that for the SMS spam 

classification, the Bayesian filter can easily be 

adopted. 

 In another paper, Cormack et al. suggested that 

for short text messages, some spam filtering based 

on content can be used. These text messages 

broadly happen in three different perspectives: 

blob comments, Short Message Services, and 

email summary information 
[3]

. The ending of their 

work was that SMS is limited to fewer words in 

order to adequately support words or spam 

classifiers based on bigrams of words, and thus, 

expanding the feature set to bigrams of words. 

sparse orthogonal words and character trigrams 

and bigrams, the efficiency was increased. The 

popularity of Bayesian methods is growing and 

their use in spam and text classification 

applications is enhancing. It offers advantages in 

price-sensitive assessment because it’s able to 

provide a huge level of classification confidence. 

For research Sahami et al. 
[1]

, a Naive Bayes 

classifier and a word representation Houshmand 

Shirani-Mehr applied various algorithms on SMS 

spam problems and used these different 

algorithms to compare the overall performance to 

further investigate and to gain insight about the 

problem, and designed a program based on one of 

the used machine learning algorithms that can 

detect SMS spam filtering with great performance 

and accuracy
[6]

. Database with 5574 text messages 

was used by them bag were used for the email 

dataset. This article shows an enhanced 

performance level which was demonstrated by 

adding advanced features and a few non - 

alphabetical features to the featured bag. 

The functionality of filtering messages on 

standalone cell phones using text sorting 

methods[4]. Independent mobile phone 

processing was carried out, which involved 

training, screening, and updating. Their well-

known results depict that the predictive model 

was capable of distillation between ham and spam 

messages with moderate efficiency, consumed less 

memory, and spent considerable time operating 

without machine assistance. In another paper, on 

an SMS corpus 
[5]

, Sarah Jane Delany worked on an 

experiment based on clustering. For accessing SMS 

spam behavior, they gathered 1353 spam 

messages and used them as a data package that 

did not understand duplication. A k-way spectral 

cluster with orthogonal starters was applied. By 

using spectrum clusters to their own composite 

database, some clusters were obtained, with ten 

of them with the best 8 terms and proposed 

explanations. 
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Houshmand Shirani-Mehr applied various 

algorithms on SMS spam problems and used these 

different algorithms to compare the overall 

performance to further investigate and to gain 

insight about the problem, and designed a 

program based on one of the used machine 

learning algorithms that can detect SMS spam 

filtering with great performance and accuracy
 [6]

. 

Database with 5574 text messages was used by 

them. 

 

2.2 Methodologies 

  i) Random Forest 

Random forests are ensemble learning-based 

algorithms that can be used to address data 

classification issues, as discovered by Akinyelu and 

Adew. Breiman and Cutler proposed the RFs 

algorithm in 2007 [1,15]. Using decision trees, the 

algorithm divides the data into several classes. A 

few decision trees are created during the training 

stage, and these trees are later used for 

categorization. This is made possible by taking into 

account the class that each individual tree has 

elected, with the class receiving the most votes 

being the final outcome. The RF algorithm has 

gained a lot of notoriety over time and is now used 

to address related issues in a variety of human 

endeavors. In comparison to other machine 

learning methods, random forests have a number 

of benefits, including high f scores and low 

classification error. Additionally, they typically 

perform just as well as or even better than SVMs. 

Unbalanced records with missing values can be 

dealt with by it successfully. It functions as an 

effective technique for estimating the value of 

missing data and maintaining data accuracy in the 

presence of vast amounts of data. RFs typically 

require less training time than SVMs and neural 

networks, though individual implementation may 

affect this. The ability to perform RF is superior to 

the accuracy of other machine learning algorithms. 

It has a very good performance in large databases.  

It can efficiently handle a wide variety of input 

variables. Random forest (RF) produces an internal 

unbiased prediction of collective error during 

forestry. Provides an approach to reducing errors 

in population classes with skewed records. 

Random forests are simple and use fewer 

parameters compared to the number of 

observations. The steps for cultivating trees are 

described in the outlined text: 

 

1. Suppose, T, be the number of training 

instances, randomly representing T instances that 

can be substituted from the existing data. These 

situations are used as a guide to growing the tree.  

2. Suppose that if Y input variables are taken 

into consideration, then for each of the nodes, a 

value x << Y is selected corresponding to them, x 

variables are randomly selected from Y and to 

partition the node, the finest portion on x is used 

and thus, now x have a fixed value all through the 

period of growing the forest.  

 ii) AdaBoost 

Adaboost is an ensemble method that takes 

sequential classifications that have been modified 

in favor of cases of misclassification by previous 

classifiers. The classifiers it uses may be as weak as 

a little better than a random guess, but it will still 

improve the final model. This method can be used 

in combination with other methods to enhance 

the final ensemble model. In each version of 

Adaboost, certain weights are applied to the 

training examples. These weights were evenly 

distributed before the first version. Then, after 

each iteration, the weights for your multi-ranked 

tags increase according to the current model, and 

the weights for properly sorted samples decrease. 

This means that the new prediction focuses on the 

weaknesses of the previous classifier. Like random 

forests, while the complexity is much higher, Naive 

Bayes' algorithm is still beating Adaboost with 

better performance of decision tree. 

iii) K-Nearest Neighbors 

K-NN is basically a distance calculation-based 

simple machine learning classifier. The  

new data point is classified by identifying the k-

nearest neighbors based on the  

neighbor’s class count. 

2.3 Evaluation parameters 

i). Precision: Precision is the ratio of system-

generated results that are correctly predicted 

positive (truly positive) observations to the total 

number of predicted positive system observations, 

both true (true positives) and false (false 

positives). 
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ii). Recall: Recall is the fraction of the model-

generated results that correctly predicted the 

positive (truly positive) observations compared to 

all true (truly positive) malignancy class 

observations. 

PositivesFalsePositivesTrue

PositivesTrue
ecision


Pr

 

NegativesFalsePositivesTrue

PositivesTrue
call


Re

 
 iii). F-Value: The F score is a measure of the 

precision of a test. Both accuracy and memory are 

taken into account when scoring.  
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iv). Accuracy: Accuracy is the ratio of the total 

number of predictions that were correct (both true 

positives and true negatives) to that of the total 

number of samples. 
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v). Confusion Matrix: A confusion matrix is a way 

of presenting the summary performance of a 

ranking algorithm. Essentially, this shows how 

confusing the classification model is in making 

predictions. Here, each column present in the 

confusion matrix depicts an actual class whereas 

the predicted class is represented by the 

corresponding columns. 

 

 
Fig. 2   Confusion matrix 

 

3. Proposed Method 

Machine learning tools are employed in the 

proposed workflow of our experiment for the 

classification and analysis of the dataset. Data is 

gathered from a variety of sources at the first level 

to produce a good set of spam and ham radio data 

in text format, which is then fed as input into the 

model. We change the dataset from text format to 

a csv formatted file in the second stage of the 

experiment. Preprocessing is then used to improve 

input quality by putting different feature 

extraction strategies into practice. Next, the data 

set we are using is subjected to a classifier. As a 

result, the data set is used to train the data. To 

obtain results, the data is tested. The confusion 

matrix is obtained using the random forest 

technique and is then examined and discussed in 

the last stage of the experiment. 

 

 
Fig. 3   Flowchart of the Proposed Algorithm 

 

i). Dataset: In this project, we have used the spam 

dataset which consists of 747 spam messages and 

4825 non-spam messages. Considering this ratio of 

spam to non-spam, the classification of a particular 

message into spam category is a big challenge, as 

most of the time the ML model would be biased 

towards the majority category. So, to tackle this 

problem, we increased the existing data by 

augmenting the minority category data with the 

help of state-of-the-art transformer-based models. 

 

Table 1. Dataset Details 

Dataset Training 

Samples 

Testing 

Samples 

Total 

UCI Dataset 6739 293 7032 
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This in turn increased the minority category data 

to 4 times the original sample size, i.e. training 

data comprises around 6739 samples after 

augmentation and 292 samples for the test set. 

 

 
Fig. 4   Glimpse of the Dataset 

 

ii). Data Preprocessing: We have pre-processed 

the data by stemming, lemmatizing, and finally 

removing stop words, and punctuations in the 

corpora. Once this is done, we move on to data 

augmentation, where we have used T5 based pre-

trained model 
[1].

 

 

 
Fig. 5   Training architecture of pre-trained style 

transfer model 

 

After augmentation was completed, we then 

moved to perform data cleaning, i.e. removing 

punctuations from the data, and then for feature 

extraction, we have used Sentence Transformer 

(SBERT) for creating a less dimensional sized vector 

(768D), for each of the sentences present in the 

corpus. Once we create the embeddings for the 

dataset, we then pass in the vectors to our random 

forest algorithm for the classification task. 

 

 
Fig. 6   Augmentation script 

 

After augmentation, the training data comprises 

around 6739 samples after augmentation and 293 

samples for the test set. 

iii). Random Forest Classifier: The algorithm below 

is very concise and outlines the steps required for 

the creation of forest trees. 

  Algorithm Start:    

    

    Input:     A:  number of nodes 

               F: number of features 

               B:  number of trees to be grown 

 

    Output:   H: the largest number of votes 

containing class     

    While the stopping criteria are not true  

        do  

             From the training data B, pick a random 

self-starting sample  S 

             Create the R𝑖 tree from the selected auto 

start example S  

             By performing the following operations: 

 

             (1)  Pick the characteristics f at random 

from F; where f≪F 

             (2)  For the node y, find the best division 

point between the properties f 

             (3)  Parent node is divided into two 

descending nodes by the optimal division 

             (4)  Follow steps 1 to 3 until the maximum 

number of nodes is created  

             (A) Repeat steps 1 to 4 to create your forest 

for B many times. 

      End While 
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      Create outputs for each tree that was built in 

step 1B. 

      For every tree that is made, start a fresh 

example at the root node. 

      Assign the example to the leaf node's 

respective class. 

      Gather the results from each tree's votes. 

      Enter the category (H) with the most votes to 

finish. 

   Algorithm End 

4. Results and discussions  

4.1   Results 

We applied a Random Forest classifier for this SMS 

spam detection task, and we achieved the best 

results when compared to other research works. 

Below Table (2) shows the results of our random 

forest experiment. 

 

Table 2. Results of Random Forest Classifier 

 

Algorithm 

F1-

scor

e 

Avg 

Recal

l 

Avg 

Precisio

n 

Accurac

y 

Our 

proposed 

classifier 

0.95

5 

0.95 0.96 0.96 

G. V. 

Cormack 

et.al [3] 

0.90 0.91 0.92 0.92 

M. Taufiq 

Nuruzzama

n et.al [4] 

0.87 0.90 0.91 0.92 

 

We have plotted the confusion matrix for our 

classifier below. Basically, the confusion matrix 

shows how much the classification model is 

confused during making the predictions. 

Therefore, the results of the confusion matrix 

obtained are also shown below 

 
 

Fig. 8    Resultant Confusion Matrix 

 

In the above confusion matrix, as we can see, the 

false positives and false negatives are very minute 

when compared to the total true positives and 

true negatives. Out of a total of 96 spam 

messages, our model had recognized it 88 times 

correctly (i.e ~92% accurate), and coming to the 

majority category (197 samples), 193 samples 

were predicted right as ham (~98%). 

 

 
Fig. 9   In-depth metrics 

 

In figure 9, we can see the in-depth metrics 

analysis corresponding to each and every category. 

The ham category being the majority (197 

samples), had around 96% precision, 98% recall, 

and an f1-score of 97%. For the minority category 

(96 samples), we had around 96% precision, 92% 

recall, and 94% for f1-score. Support metric 

provides us with the details regarding the number 

of samples present in each and every category. 

  

5. Conclusion  

In this paper, we have used the spam dataset 

which consists of 747 spam messages and 4825 

non-spam messages. Considering this ratio of 

spam to non-spam, the classification of a particular 

message into spam category is a big challenge, as 

most of the time the ML model would be biased 
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towards the majority category. So, to tackle this 

problem, we increased the existing data by 

augmenting the minority category data with the 

help of state-of-the-art transformer-based models. 

This in turn increased the minority category data 

to 4 times the original sample size, i.e training data 

comprises around 6739 samples after 

augmentation and 293 samples for the test set. 

After augmentation was completed, we then 

moved to perform data cleaning, i.e removing 

punctuations from the data, and then for feature 

extraction, we have used Sentence Transformer 

(SBERT) for creating a less dimensional sized vector 

(768D), for each of the sentences present in the 

corpus. Once we create the embeddings for the 

dataset, we then pass in the vectors to our random 

forest algorithm for the classification task. Our 

experiment shows that with high accuracy with the 

Random Forest classifier gives an efficient result. 
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