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Abstract— Many machine learning applications may be found 
in our daily lives, but one of the most essential applications is 
utilizing a prediction model to classify people based on their 
personality traits. Every person on the earth is one- of-a-kind and 
has their own personality. For research in the field of 
characteristics of human behavior and psychology, perception 
and predicted actions of human, information on users and how 
they express themselves physically and emotionally is valuable.  
In this sector, similar investigations have been undertaken, and it 
is still increasing. Personality-based communications are par- 
ticularly effective at increasing product and service acceptance 
and attractiveness. This project intends to develop a system that 
uses the user’s information to forecast a person’s personality and 
give the user insights of the behavior of the user whose 
information has been provided, and to compare the results by 
performing extensive research. This project goal is to create a   
UI based system (Software) to predict the personality traits of the 
user based on the data provided by user. 

Index Terms—personality traits, algorithms, plots, machine 
learning, datasets 

 

I. INTRODUCTION 

The idea is built on applying machine learning algorithms 

and big 5 models to determine an individual’s personality. Both 

his personal and professional lives are influenced by a person’s 

personality. This research explores all of a person’s behavioral 

attributes using a machine learning prediction system with 

numerous factors and values allocated to each person, focusing 

on the need to understand humans on a deeper level. 

All personality predictions are based on the BFFM (Big 

Five Factor model). It comprises of basic four positive and one 

negative behavioral feature. They are as follows: - 

Openness to new experiences, conscientiousness (C), ex- 

traversion (E), agreeableness (A), and neuroticism (N) are the 

five personality qualities (N) (N). The BFFM (Big Five Factor 

model).The OCEAN model is another name for the model. 

Open to New Things: It encompasses traits like inventive- 

ness, sensitivity, and attentiveness, among others002E 

II. LITERATURE SURVEY 

Bonding, connecting, and connection have all been demon- 

strated to be influenced by human personality. According to 

studies, employers request social profiles from job applicants 

on application forms in order to understand more about their 

personalities and offer them work that they excel at. To prevent 

a lack of shared interest, organize groups of people with 

similar preferences. This not only assists organizations in 

finding the greatest staff, but it also helps them increase their 

profits. Personality prediction or investigating their qualities 

and anticipating their behavior utilizing scientifically verified 

latent dimensions of an individual based on a tailored sys-  

tem might tackle the ’Cold start problem’ by improving the 

working environment. 

Machine learning algorithms are incredibly good at spotting 

patterns in datasets that people can’t see. The use of these ma- 

chine learning models might lead to more objective, automated 

personality evaluations [1]. 

This model will examine the characteristics and 

personalities, as well as assist in the decision-making process. 

So, dis- cussing about the accuracy of the predictions, it will 

be exactly similar to that being used by the social media 

application or the operating systems like those which collect 

the behavioral patterns of the usage of the user [2]. In other 

word the choice that a user makes in spontaneous different 

situation in virtual environment somehow represents the 

beliefs and traits of the user. 

On the top of that we are trying to build a software    that 

don not overlooks the demerits of the process being used for 

the benefit of user. The merits are to understand the self and 

without using much of the brain power and reducing the 

complex thinking neurological process of reiterating over the 

possibilities to some situation that can be solved by the use   

of some basic traits to determine the optimum solution or 

decision, we cannot overlook he demerit of the data being 

misused which create a privacy threat and the use of data for 

targeted behavioral decision by influence of foreign belief [3]. 

To reduce the risk of such we are not storing any data on any 

server about the person and his traits related to same. This is   

a registration or authentication less process in order to keep 

the data stored locally on the user machine. 

[4], [5] The theory was depending upon Deferential 

languages Analysis and Linguistic Inquiry and Word count 

based on Facebook states but to counter that is the point is that 

the status on the Facebook and social don’t hold that much of 

the weightage as they totally based on instinct in and 

instantaneous environment or thought process. 

[6], [7] According to market research and  reports,  the 

data that companies ask the candidate to fill out their basic 

personality traits indirectly help the firms a lot to hire the   

right person. The companies make their decision based on the 

personality traits to make the environment better for the person 

joining and the team of the person. The approach that is 

traditionally used helps a lot in the hiring process and 

enhancing the efficiency of employee. The models use in right 

direction can enhance the process and predict about 

someone’s personality 
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based on scientific logics and theories. The pattern analyzing 

of machine learning algorithms is perfectly optimized for the 

regression-based output. 

[8] The previous studies have shown the concern of privacy 

issues that we are not related to in any manner because our 

model is not concerned or programmed for the collection of 

information or any process data in any form. 

[9] , [10] This study is using the model somehow 

comparable to those used by social; media applications. But 

the reliability and performance of these models are 

arguable/debatable. The social media data is based on the 

instinct in sudden moments or in the case of sudden hormonal 

rush which is    not much reliable as compared to serious life 

situations. The choices on social media and in real life are not 

comparable. The results are somehow useful but now reliable 

enough to be predicting the results for real life situations. 

[11] [12] [13]. A subset of these studies has used machine 

learning in analyses with the goal of predicting personality 

traits from behavioral measures. The previous models have 

been using the regression instead of regression in order to 

overestimate the performance accuracy of the model along 

with insufficient data and that in small amount and not 

providing any relative data or materials to reproduce results in 

same manner. 

[14] Skylab has uploaded the report claiming that this study 

has only 8 to 15 percent accuracy and the model used is 

basically trained by the use of Facebook API. The optimization 

and calculation is also done using the Facebook API as 

shown in Fig 4. 

This portion of in research field was an issue with following 

constraints: 

1) Insufficiency of data type or we can the insufficiency in 

the traits being used for prediction [15]. 

2) The data is sufficient in terms of key features but the size 

of data is unacceptable to be called reliable [16], [17] 

3) The reliability of the data source is not enough and cannot 

be supported as it is not logical and reasonable to call data 

reliable collected from a virtual environment-based queries [4] 

4) The data collected is good but is directly related only to 

the professional environment. There is no trace of any data 

which can be used for personal or informal case scenarios [6], 

[18]. 

5) Overestimating or exaggerating the model performance 

as there is not any proof, data or material available to support 

he predictions [9]. 

6) Inaccurate or merely and weightage systems for key 

features in predictions [14], [19]. 

III. FEASIBILITY STUDY 

1) Financial feasibility 

Because it’s a simple program. We don’t need any pricey 

software to do the task because everything is freely available 

online. With ease, we will be able to complete the final 

product. 

IV. ECONOMIC FEASIBILITY 

This approach may be used in a variety of industries where 

a qualified applicant is required. The workload of the 

human resources department will be reduced thanks to this 

solution. It will prove itself to be greatly beneficial to the 

Human Resources Department and any firm as based on the 

personality characteristics they will be able to find which 

person is highly suitable for the job vacancy.  It will save a     

lot of expenses and time for the firms 

3) Technical Feasibility The technology we used for this 

system is up to date, and the user can easily interact with and 

comprehend it. We can also enter massive volumes of data at 

once for analysis. 

For the creation of our model, we employ a variety of 

methodologies. 

For our project, we are utilizing the following software: - 

Jupiter Notebook (i) Jupiter Notebook (ii) Jupiter Notebook 

(iii 

Anaconda (ii) Anaconda (ii) Anaconda I (Python) 

V. PYQT5 

A. Notebook of Jupiter 

The Jupyter Notebooks is a web based and desktop based 

software for running the code and finding vulnerabilities of 

any. The notebook is interactive and compiles and runs the 

code without using the system resources (if it is being used   

in web based form), instead it uses the cloud based system 

with high reliability and computing power. Two components 

combined make Jupyter Notebook: 

Notebook documents: It is a collective material which is 

presented in the web based application of Jupyter Notebook.  

It holds the inputs and outputs and past record as well with 

the text which explains either the vulnerability/bug if any or 

information about the output data. 

A web based application is  a  tools/software  that  is  can be 

used with the help of the browser for writing codes in 

document while keeping them in isolated blocks so that if part 

of the block fails it is easy to debug and fix the bug. On the 

top of that to help in the debugging process the text with the 

explanation of the bug appears whenever there is a need. It 

also contains mathematical calculations and multimedia/rich 

media. Object representations in mathematics, graphics, and 

rich media Code editing on the browser, featuring highlighting 

of syntax with indentation and tab [20], [21]. 

This has to ability to run the code in the browser with 

calculated results attached to the block of the code that resulted 

the same. 

B. Python 

Python is a basic object-oriented programming language. 

Python language somehow resonates with the languages like 

Scheme, Java and Ruby language except from the syntax part. 

The following are some of Python’s prominent features: 

• It employs attractive syntax to make your software 

easier to read. 

• It’s a basic programming language that makes getting 

your software up and running a breeze [22]. Python is 

thus great for prototyping and other ad hoc 

programming projects. 
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• 

• 

• 

• 

It comes with a big standard library that allows you to connect 

to web servers, search text using regular expressions, and read 

and alter files, among other things. 

NumPy, SciPy, and pandas are some of the Python libraries 

we utilize for scientific computation and machine learning. 

PyQt is a Python framework that is used to create a 

Graphical user Inteface for cross-platform Software 

This Python framework is available for free software pro- 

gram written and built by Riverbank Computing in the United 

Kingdom. It is provided on terms comparable to Qt versions 

under the 4.5 version, which means it may be licensed under a 

number of licenses, including the GNU General Public License 

(GPL) and a commercial license, but not the GNU Lesser 

General Public License (LGPL). PyQt is compatible with 

Microsoft Windows, different distributions/versions of UNIX 

such as Linux and MacOS versions. 

PyQt consists of approximately 440 classes and functions 

more than over 6,000 and methods, including a sizable set    

of classes for using/operating in Structured Query Language 

databases (For example ODBC, MySQL, PostgreSQL, Oracle, 

SQLite) Scintilla, Scintilla-based text editor (rich editor) aware 

widgets which can populate themselves by itself, populated 

from a database in XML parser SVG support classes for 

embedding ActiveX controls on Windows (availability for 

commercial versions only). 

C. PYCHARM 

PyCharm IDE has a feature for automatic code completion, 

inspection of code is available and on-the-fly mistakes flagging 

and instant solutions and the automatic code restructuring 

feature and rich navigation and multiline editing. 

PyCharm supports most of the languages available. 

The languages that are supported by the Pycharm are: 

Python 

JavaScript 

Coffee Script 

TypeScript 

CSS 

The code completion feature can also be used with all these 

languages mentioned above. There are a lot of features 

integrated in Pycharm. 

Pycharm Profile runner is built in terminal, VCS integration, 

database tools integration, Docker and Vegrant integration, 

inbuilt package installer and remote development capability   

is also one of the great features provided by the Pycharm. 

PyCharm supports several Python web development frame- 

works, particular template languages, JavaScript, Coffee 

Script, TypeScript, HTML/CSS, 

AngularJS, Node.js, and more, in addition to Python. 

VI. METHODOLOGY 

As we are dealing with a machine learning model, we need 

to collect data and start working on cleaning the datasets and 

training the model using various machine learning algorithms 

such as 

Linear Regression: The goal of Linear regression is to 

find, derive or classify the relation between goal r/result and 

one or two variables. Linear regression is described into two 

types: 

Linear Regression 

Multiple Linear Regression 

The best fitted use of the simple linear regression is to 

find relationship between the two continuous variables as 

shown in Fig 2. One of the variables is called predictor or 

independent variable while the other one is referred to as the 

response or the dependent variable. It seeks statistical 

relationships as opposed to deterministic ones. If we can 

precisely derive one variable out of the other variable by 

performing some operations then we can consider the 

variables to be deterministic. Temperature in degrees Celsius, 

for example, can be used to precisely forecast Fahrenheit. 

Statistical relationships are incorrect when trying to derive the 

relationship between two independent or dependent 

characteristics/variables. Consider the relationship between 

mass and weight or maybe between length and breadth of 

random cuboids. 

SVM (Support Vector Machine): The SVM, or Support 

Vector Machine, is a very much appreciated and used ma- 

chine learning technique which is supervised in nature and this 

is generally used to solve the problems concerned with 

classification and regression problems. Although it is good in 

both classification and regression, it is still mostly used in 

the classification problem in the field of machine learning. 

The final destination or we can say the goal that this algorithm 

serves is to find the correct n-dimensional boundary   the 

differentiate the classes based  for  different  categories  just so 

the future input data can be predicted correctly and     be 

putted/to be assigned in the right category of the input      in 

cases of categorization/classification problems/challenges. 

This algorithm serves its purpose really well.[32-36] 

The boundary thus formed is known as the hypoerplane. 

The use of SVM is to select the utmost/furthest/extreme 

points/vectors with the help of which the hyperplane is created 

as shown in fig 5. The algorithm is referred to as a Support 

Vector Machine, and support vectors are the extremist 

examples that can be considered. The diagram that is given 

below has an explanation in itself of how the hyperplane is 

selected or formed for the categorization or classification 

problems. 

After data sets have been loaded and encoded for necessary 

fitting and training of the model, we use various machine 

learning models like linear regression to predict the different 

types of personality each individual has according to the data. 

And we try to predict    the personalities according to the given 

data on the dataset    by splitting the data into training and 

testing set. Hence, the predicted values are given below. 

As you can see, the accuracy is “0.86” 

And then we did cross validation and checked the range of 

how our scores are doing, also, we can see that the range of 

our accuracy is between 0.64 to 0.74. 

• 

• 

• 

• 

• 
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Fig. 1.   Importing/Loading the packages 

 

Fig. 2. 

 

A. UI IMPLEMENTATION 

We used various technologies for UI design such as Py- 

Charm and PytQ5 libraries and widgets for displaying the 

model information and representation of the plotted values of 

training, testing and predicted values. 

The steps are mentioned below along with its visual repre- 

sentation: 

1. We are using PyCharm IDE to import the 

necessary libraries and widgets for implementation 

as shown in Fig 3. of user interface. Some of   the 

widget tools embedded in PyQt5 is: QtGui, 

QtCore, 

QtWidgets, loadUIetc. PyQt API has number preconfigured 

Dialog widgets such  as Input Dialog, File Dialog, Font 

Dialog, etc. 

 
2. We define multiple functions after importing the 

widgets to display the codes for ML separately 

with a menu section consisting of home, about and 

documentation section as shown in Fig 1. 
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Fig.  3.   Functional Implementation 

 

VII. WE CALL ALL THE METHODS IN THE END TO DISPLAY 

AND LOAD THE UI 

VIII. PERFORMANCE ANALYSIS 

To quantify classification performance, sklearn. metrics uses 

a variety of losses, scores, and utility functions. Some metrics 

may demand positive class probability estimations, confidence 

values, or binary decision values. The accuracy score function 

calculates the precision, percent (default), or number of correct 

predictions. 

We are plotting a graph to test the performance of our model 

as well. 

The function yields the subset accuracy in multi-label 

classification: if the full collection of predicted labels for a 

sample tightly matches the real set of labels, the subset 

accuracy is 1.0; otherwise, it is 0.0. 

If is the -the sample’s projected value and is the matching 

real value, then is the proportion of correct predictions over. 

IX. RESULT/OUTPUT 

After finishing the coding section, we ran our 

program and it was implemented successfully as reflected 

below as shown in Fig 6-16. 

The title of our UI is “PERSONALITY FINDER”. 

The above figure shows the implemented portion of our 

project, the codes and from where our data is fetched and 

stored. 

We can see the code and we can set the path for our dataset 

to be used for training and testing. After we activate our 

personality finder, the live process is shown on the lower left 

section in green fonts and the results are shown in the end. 

And lastly the plotted graph for training, testing and pre- 

dicted value is shown on the lower right corner of the screen. 

 

X. CONCLUSION & FUTURE SCOPE 

According  to  what  we’ve  read,  the  above  algorithms are 

usually used to determine a person’s personality, and we’re 

curious to see which one will provide the most accurate 

conclusion. Also, this finder aids us in better understanding    

a person’s interests and behavior, which is especially useful  

in an organization where many people come  together as a 

part of the organization and undergoing this trial  will  aid 

them in determining which of them is more suitable for them 

to work with in order to improve the company’s efficiency  

and productivity. We didn’t simply work on the model; we 

also created a user interface to make it more presentable and 

understandable to the average person. 

This Software can be utilized to find out the personality type 

of a person and then use the obtained results to understand the 

person more on a psychological level and derive generalized 

characteristics on personality type. This data can be used to 

understand the skills of the person and then assigning the 

person job based on his/her personality type. The data can 

used to predict the actions of the person in a particular situation 

(results sometime may vary). It will provide an ease for hiring 

authorities of any field to find if the person is fit for the job   

or not. 
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Fig. 4.   Log of the trained model 

 

 
Fig. 5. Hyperplane 
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Fig. 6.   Support Vector Machine Flowchart 
 

 

 

Fig. 7.   Trials with the prediction 
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Fig. 8.   Code Snippet 

 

 

Fig. 9.   starting the UI  with Pycharm 
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Fig. 10.   Actual vs. Predicted  Results 

 

 
 

Fig.  11.   Code Snippet 

 
 
 

Fig. 12. 
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Fig. 13.   Loading Resources with Splash  screen 

 

 

Fig. 14.   Software Home Screen while  starting 
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Fig. 15. Software Home Screen with processing going on 

 

 
 

Fig. 16. Finalized Predicted output with the performance test using plotted graph 
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