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Abstract 

Most frequently, we decide to play a song or piece of music that best suits our current state of mind. Despite 

this significant link, the majority of the music software programmes available today do not yet offer the 

capability of mood-aware play-list building. By associating songs with the appropriate emotion category they 

communicate, music listeners might avoid spending more time manually compiling a list of tracks that suit a 

given mood or occasion. The challenge is to automatically and intelligently recognise this element because it is 

time-consuming to manually add lyrics to music with the appropriate emotion. Machine learning & data 

mining techniques have made significant contributions to analysing and determining how music and emotion 

relate to one another, which has given rise to a lot of interest in the research of mood detection in the field of 

music in recent years. By attempting to develop a system for automatically identifying the mood underlying 

the audio tracks by mining their spectral, temporal audio properties, we carry the same inspiration forward 

and make a contribution. Hindi songs that are popular in India are the main focus. In order to educate, 

prepare, and evaluate the model that captures the emotions of these audio songs, several data classification 

techniques were evaluated and created an open source platform for it. By using the grouping (ensemble) of 

random-forest-approach tested on a set of 2700 audio samples and determined the mood underlying Indian 

popular music with an adequate precision of 70% to 75%. 

Keywords: Machine learning, Data Mining, temporal audio properties, classification techniques, random forest 

approach. 

1. Introduction  

Data mining is a relatively new, multidisciplinary 

area of computer science that focuses on 

examining and identifying patterns in huge data 

sets that are both intriguing and practical. The 

most significant work pertinent to the research is 

classification, one of many tasks involved in this 

discipline for assessing data. The generalisation of 

a known function or pattern among some of the 

available data that has already been given some 

special class or label is the classification job. The 

class of a novel and unknown data can thus be 

predicted using this generalised pattern. The 

identification and classification of musical 

emotions has been examined and investigated 

before. At first, the majority of them used a 

pattern recognition strategy. [1] used an SVM to 

classify music into six categories: joyful, robust, 

restless, lyrical, serious, and sad. SVMs extract 

features from MIDI files. Good classification 

accuracy was reported, however it is difficult to 

represent real music symbolically, as is done with 

MIDI files. [2] grouped emotions into six classes 

after dividing them into thirteen categories. They 

then utilised SVM to learn and recognise music 

emotion, and MARSYAS [3] to retrieve music 

features from acoustic data. A Bayesian classifier is 

used to categorise music recordings, and a 

Gaussian mixture model (GMM) is used to describe 

the feature collection [4] in Hierarchical mood 

identification system. Support vector regression 

and the Thayers emotion model were used in 

Byeong-jun Han's proposal for a music emotion 

detection system [5]. Features that are temporary, 

permanent, semantic, and compositional are the 

four subcategories into which [6] have divided the 

audio features. 

 Scaringella [7] divided the audio elements utilised 

based on timbre, melody, and intonation 

information, enabling genre classification into 

three groups, adhering to a more conventional 

taxonomy. Each taxonomy makes an effort to 
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record auditory features from a particular angle. 

Zhouyu Fu and team [8] combine the two 

categories and propose a hierarchical 

categorization that describes audio properties 

from many angles and levels as opposed to a 

single-level taxonomy. We can categorise auditory 

aspects into low-level, mid-level, and top-level 

labels from the view of music comprehension. Two 

types of timbre and spatial features can be used to 

further categorise low-level features. Whereas 

temporal characteristics record timbre fluctuation 

and evolution across time, timbre collection the 

melodic quality of sound that is associated to 

various instrumentation.  

The foundational characteristics of the audio data, 

such as pace, beats per minute, and so on, are 

called low-level features. Contrarily, mid-level 

elements [9] are created by combining these 

fundamental qualities in order to produce music-

related technical understanding, such as rhythm 

and pitch, which are then experienced by people 

as genre and mood, respectively, and constitute 

the top level of the taxonomy. Over the course of 

many years, specialists and experts have studied a 

wide variety of audio features. Many of these 

features have even been standardised, such as 

those in the MPEG7 standards [10], which offer a 

list of low level audio identifiers (features) as well 

as methods and resources to retrieve them. To 

transform the digital audio data into useful 

features represented by numbers, the audio 

feature extraction procedure uses a great deal of 

intricate mathematics and signal processing. The 

primary objectives of this research are to develop 

an automatic system for identifying moods in 

popular Indian music and to create an open-source 

framework for analysing and testing different 

machine learning and data mining methods on 

music data. 

2. Literature Review 

Models representing human emotions have been 

developed by numerous professionals in the 

domains of psychology and musicology. Hevner's 

[11] oldest experiment helped classify diverse 

adjectives into 8 groups, each of which stood for a 

particular mood category. The model was primarily 

a categorical one where the same emotions were 

represented by a list of adjectives that were 

grouped together. Later, Russell [12] proposed the 

circumplex model, which plots mood categories on 

a circle, separating them from those other 

categories along polar axes. This model represents 

human feelings on a circle. An Arousal-Valence (A-

V) based mood categorization model for music 

recommender systems was put forth by JungHyun 

Kim and colleagues [13]. 20 individuals' A-V values 

and collected music mood tags were examined, 

and the k-means clustering algorithm was used to 

divide the A-V plane into 8 regions that 

represented different moods. Their research 

demonstrates that while some locations on the A-

V plane can be distinguished by representative 

mood tags, some mood labels are overlapped in 

nearly all regions. An strategy for extracting 

features for audio mood categorization is 

discussed by Akase and group [14]. In their study, 

they suggested extracting the rhythm and bass-

line patterns for mood assessment, combining 

statistical feature extraction with unit pattern 

analysis. The efficacy of the features was tested 

empirically in conjunction with statistical features 

like MFCCs and musical grade features. 

In their study, Z. Fu and colleagues [15] present a 

thorough analysis of audio-based classification. It 

provides an organised summary of the most recent 

developments in this area as well as the most 

advanced methods for classifying music. The 

survey has a focus on recent advancements in the 

approaches and outlines a number of unresolved 

problems for future study. The survey has included 

a present conversation of attributes and literature-

based classification methods. The specific activities 

for music categorization and annotation were also 

examined, and both task-specific problems were 

found. In their work, which includes a user study 

on the utility of the "PANAS-X" emotion 

descriptions as mood labels for music, Doris Baum 

and company introduce EmoMusic [16]. It outlines 

an effort to classify and organise music according 

to emotions using a variety of machine learning 

techniques, including Naive Bayes, Self-organizing 

Maps, Random Forest, and Support Vector 

Machine classifiers. 

Classification of song moods based on the lyrics 

and meta-data is presented [17] and also proposed 
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a number of techniques for the supervised 

learning of classifiers. The LiveJournal blog site 

where the training data came from tags and every 

blog post has an aura and a music. Next SVM, Nave 

Bayes, and graph-based approaches, three 

different types of machine learning algorithms, 

were used to train classifiers. The findings 

demonstrated that the accuracy of mood 

categorization techniques is insufficient for use in 

a genuine music search engine system. There are 

two basic explanations: mood is a personal meta-

data; and the lyric is brief and full of metaphors 

that only people can comprehend. For further 

development, the authors therefore planned to 

incorporate audio information with lyrics. 

SVM-based multi-label classification methods for 

two problems—classification into the 13 adjective 

groups and classification into the six super-

groups—were discussed by T. Li and M. Ogihara 

[18]. There were many borderline examples in the 

studies that made it challenging for the labeler to 

make a choice, which is why the experiments 

overall performed poorly. Studies reveal that 

emotion recognition is a challenging task, and that 

the most pressing need is for performance 

enhancement. Extending the sound data sets and 

gathering labelling in many rounds can also help to 

alleviate this problem. 

Almost 72% of India's music sales are made up of 

Indian popular music, demonstrating the country's 

enormous appeal with the populace. We use this 

opportunity to create an auto mood recognition 

system for Indian popular music by analysing 

current classification mining techniques and 

creating a novel approach to automatically 

categorise the songs that are part of Indian 

popular music, according to their underlying 

mood, in light of the dearth of mood-based 

categorizers and the increasing use and 

acceptance of Indian popular soundtracks. 

2.1 Melody Mood Relation 

There are several broad generalisations from 

musical psychological studies on song mood that 

are relevant to MIR research, as listed below: 

• Studies have demonstrated that music has the 

power to affect people's moods and that this 

impact does occur [19]. Also, listeners' natural 

tendency is to assign mood labels to the music 

they hear [20] 

• Not all emotions are likely to be affected in the 

same way by music being played. For instance, 

compared to anger or contempt, feelings of 

melancholy, happiness, and calm are much more 

likely to be created by music. 12 3.2 Models of 

Mood (Emotion) 

• Different persons do experience uniform mood 

affects. According to Sloboda and Juslin, listeners 

frequently make consistent decisions on the 

expression of emotion of music. 

• There is unquestionably a relationship between 

the listener's assessment of mood and musical 

elements including pace, tempo, intensity, tone, 

mode, beats, harmony, etc. Humans can relate to 

a song's melody or rhythm, and they frequently 

sing along to the music. 

2.2 Approaches to Study Emotion Model 

There are two main ways used to study emotion 

models:  

• Categorical approach: This establishes discrete 

types of moods that serve as the foundation for all 

other potential emotional variations. 

• Dimensional approach: This divides feelings into 

categories based on valence (pleasure), arousal 

(activity), potency (dominance), and other factors. 

This method is typically the one that music 

applications employ the most.  

Human psychologists have put a lot of effort into 

studying human emotions and have put forth a 

number of models. Some of the important models 

that we will be travelling through have been 

extended and adopted by musicologists as well. 

Psychology is well aware of the six Emotions that 

are universal identified [21]: rage, disapproval, 

anxiety, joy, grief, and surprise. Nevertheless, 

several of them might not be appropriate for 

music (such as contempt) and certain frequent 

music moods (such as quiet or calming) are lacking 

because they were created for encoding facial 

emotions. 
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3. Emotion Models 

3.1 Hevner’s Model 

Hevner explored the relationship between mood 

and six musical elements, including tempo, mode, 

rhythm, pitch, harmonisation, and melody. 

According to the research, 67 adjectives were 

divided into eight separate emotional groups that 

share a common sentiment. The emotional 

groupings are depicted in Figure 3.1 along with the 

appropriate adjectives for each group.

 

 

Fig 3.1 Hevner’s Emotion Model [Source: researchgate.net] 

3.2 Russell’s Emotion Model 

Because the mood spaces are made up of a 

number of distinct mood categories, both the 

Ekmans and Hevners models fall within the 

category of the categorical model. Fig 3.2 depicts 

Russell’s Emotion Model. 

 

 

Fig 3.2 Russell’s Emotion Model [Source: researchgate.net] 

3.3 Thayer’s model 

Thayer [22] put forth another well-known 

dimensional model. Happiness, depression, 

exuberance, and anxiety are the four groups used 

to organise musical mood in line with the four 

corners of a two-dimensional area. It uses two 

elements to describe the melancholy: Energy 

dimension (composed / dynamic) and Distress 

dimension (joyful/apprehensive). 
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Fig 3.3 Thayer’s Mood Model [Source: researchgate.net] 

4. Data Collection 

Personal music collections of well-known Hindi 

songs from India were used in the data collection. 

Only songs that are well-known and widely 

popular among the public were chosen, and effort 

was made to ensure that the 38 songs in the 

collection represent a good representation of each 

one of the five melancholy classes. According to 

the research parameters, only MP3 or WAV-

format songs were chosen for the shortlist.  

5. Data Pre-Processing 

Three steps were taken in the production of the 

dataset. The first step included 490 songs, the 

second stage 2200 songs, and the third stage 

processed a total of 2300 popular audio songs 

from Indian Hindi films to create the dataset. The 

songs were all cut down to 30-second cuts. These 

low-level traits were gathered into an ARFF 

(Attribute-Relation File Format) file-dataset after 

being extracted. In order to establish a realistic 

setting for supervised training, each entry was 

marked with its own most likely mood based on 

the information gathered by consulting the group 

of five persons. 

6. Training and Testing 

The data-sets for each stage were submitted to 

several runs and folds of various current 

classification methods. The data-set underwent a 

65%-35% training-testing divide training and 

evaluation for all the algorithms as those 

algorithms displaying a bias towards only certain 

class labels or functioning very poorly were 

removed. The top 11 algorithms that yielded the 

most comparable results all through this 

experiment are - Support Vector Machines, Naive 

Bayes, and J48 (an implementation of the ID3 

method), Bagging of random trees, random 

forests, REPTree, simple CART (Classification and 

Regression Trees), simple CART, and REPTree are 

all examples of classification and regression trees.  

7. Results 

For each of the created datasets, the 11 algorithms 

for classification were assessed using the following 

four evaluation measures:- 

ROC (Receiver Operating Characteristic) - The 

balance between the actual positivity rate and the 

rate of false positives is demonstrated. It is a figure 

with two dimensions where the genuine positive 

rate is represented by the vertical axis and the rate 

of false positives is represented by the horizontal 

axis. The area of a representation with perfect 

precision will be "1". The precision of the model is 

determined by the area over the receiver operator 

(ROC) curve. The test tuples are ranked in 

decreasing order, with the one most likely to fall 

under the positive category at the peak of the list. 

The model is less accurate the closer it is to the 

diagonal line (i.e., the area is to 0.5). The graph of 
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sensitivity versus 1-specificity, which is an identical 

chart to that previously defined, was believed to 

be the area under the ROC curve, which was 

mostly employed in the theory of signal detection 

and the medical field. Area under ROC is 

determined for each of the five classes of the 

mood model, and the closer the value is to "1," the 

more accurate the classification. 

Confusion Matrix: The rows of the confusion 

matrix reflect the actual-class, and the columns of 

the confusion-matrix represent the forecasts. 

Correct predictions are always located on the 

matrix's diagonal. The general structure of the 

confusion matrix is seen in Equation. 

   [
𝑇𝑃 𝐹𝑁
𝐹𝑃 𝑇𝑁

] 

Where True-Positives (TP) represent the 

proportion of instances of a group that were 

accurately predicted, and True-Negatives (TN) 

represent the proportion of instances of a class 

that were correctly anticipated to not be a 

member of that class. False-Negatives (FN) 

represent the number of examples that were 

wrongly predicted to belong to another class 

whereas False-Positives (FP) represent the number 

of examples NOT belonging to a class that were 

incorrectly predicted to belong to that class. 

Recall: This indicator indicates the proportion of 

actual class members that the classifier properly 

identified. (FN + TP) is the total number of minority 

members.  

𝑅𝐸𝐶𝐴𝐿𝐿 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Precision: It provides us with the overall 

percentage of instances of each class that, 

according to the model or classifier, genuinely 

belong to that class. The sum of the classifier's 

optimistic predictions is denoted by (TP + FP). 

Equation 7.3 provides precision. 

𝑃𝑅𝐸𝐶𝐼𝑆𝐼𝑂𝑁 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

F-Measure: The F-Measure is a natural average of 

recall and precision. We can infer that it effectively 

represents the average of the two percentages. It 

makes contrasting the classifiers much easier. 

Equation 7.4 provides the solution. 

                                     𝐹 –  𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2

(
1

𝑅𝑒𝑐𝑎𝑙𝑙
)+(

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
)
 

Figures 7.1, 7.2, 7.3, and 7.4 show the algorithms' 

performance in relation to the four metrics 

AUROC, Recall, Precision, and F-measure. It is clear 

from each set of findings that classification tree 

algorithms like Random-Forest, RandomTree, & 

SimpleCART performed better when used in an 

ensemble setting than when used singly, and that 

Bagging of Random Forest consistently 

outperformed all other ensembles. 

 

7.1 Area Under ROC statistics 
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7.2 Recall Statistics 

 

7.3 Precision Statistics 

 

7.4 F- Measure Statistics 
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Table 7.1 Results of Experiments using a test dataset of 2700 music clips 

TP Rate FP Rate Precision Recall F-Measure  ROC Area Mood Class 

0.946 0.117 0.759 0.979 0.845 0.991  Excited 

0.805 0.021 0.914 0.805 0.856 0.978 Happy 

0.77 0.006 0.971 0.77 0.859 0.967 Romantic 

0.822 0.019 0.867 0.822 0.844 0.977 Sad 

0.871 0.038 0.849 0.871 0.86 0.983 Silent 

0.82 0.03 0.768 0.833 0.833 0.96 Avg 

 

Table 7.2 Results of Experiments using a test dataset of 2700 music clips 

Classified As a b C d E 

a = excited 704 16 1 0 9 

b = happy 69 511 7 15 33 

 c = romantic 94 16 470 10 20 

 d = sad 34 5 1 314 28 

e = silent 36 11 5 23 506 

 

8. Conclusion & Future Work 

It has been effectively experimented with the job 

of mapping auditory elements of popular 

Indian music with associated moods, with the 

highest precision measuring between 70% and 

75% with respect to Fmeasure. The best accuracy 

in terms of ROC area was found in the range of 

0.91 to 0.94, which looks fairly acceptable. Thus, 

the Carrying of Random Forest  outscored other 

decision tree-based algorithms as well as other 

classification algorithms by a wide margin. In 

contrast to the analysis of western music, where 

SVM and neural network techniques dominated 

the classifier accuracy, this was a novel finding in 

the case of Indian popular music. As of now, the 

classification performance appears to be 

satisfactory, making it suitable for usage in 

practical applications. In terms of an end-to-end 

solution, the open source framework created as a 

part of the project also acts as an established 

structure for music data mining analysis. Although 

the results of the current approach have been 

satisfactory, we see this as only the beginning of 

the exploration of Indian popular music and 

believe that future study and advancements will 

lead to even more effective outcomes. 

The current technology can detect the emotional 

impact of songs that last 30 seconds. By jointly 

evaluating the moods identified for the song's 30-

second edited snippets, this can be further 

extended to determine the melancholy of the full 

song. With modifications to audio elements and 

classification algorithms, this approach can be 

expanded in the future to include other Indian 

song genres including Hindustani classical and 

Carnatic music. After extensive testing, it couldn't 

be ruled out that this technique might also be 

tailored to non-Indian tunes. Since lyrics analysis 

combined with audio elements can make the 

system much stronger and more accurate, this is 
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because some of the emotions portrayed in Indian 

popular music are very much regulated by 

gestures, which are very well articulated through 

lyrics. 
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