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Abstract 

With the investigation of the numerical solution of the ODEs, scientists began studying from  Newton. 

Consequently, there were constructed many methods for solving the above –mentioned problem. Have 

suggested conceptions for the comparison of these methods. And in the results of which are constructed class 

numerical methods for solving initial-value problems for the ODEs. Among of them, the hybrid methods are 

better, by taking into receiveaccount that these methods are more exact than the others. It is noted that these 

methods have some disadvantages, which relate with the calculation of the values at the hybrid points of the 

sought solution of the problems to be solved. Here, have given some ways for solving these problems. The 

receiving results are compared with the known by using some simple examples. 
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1. Introduction 

As was noted the numerical solution of the initial-

value problem for ODEs studies beginning from the 

Newton. That’s why constructed methods with the 

different properties have. Naturally there exist 

some classes of methods for solving named 

problems. Among of them one can be noted the 

Multistep methods with constant coefficients (see 

for example [1]-[7]). By development of these class 

methods, scientists have constructed the new class 

of methods, which have some advantages (see for 

example [8]-[16]). 

Let us consider the following problem: 

.,)(),,()(
000

TttZtZztFtZ ==
                     

(1) 

Assume that the problem (1) has the unique 

solution defined on the segment 
],[

0
Tt

. And, also 

assume that function 
),( yxf

has defined in some 

closed set, where has continuous partial derivative 

to some p, inclusively. The aim of our investigation 

is the construction of the numerical methods for 

solving problem (1). Therefore let us the segment 

of 
],[

0
Tt

divide in to N equal parts. And denote by 

),..,,1,0()( NitZ
i

=
 the exact values of the 

solution of the problem (1) at the point 

),,..,1,0( Nit
i

=
 but by the 

),..,1,0( NiZ
i

=
 lets 

denote, respectively, the approximate  

value at the points 
),..,1,0( Nit

i
=

. But mesh-

point i
t

, let’s to define as: 

)1,...,1,0(
1

−=+=
+

Nihtt
ii .As it is known, the 

first direct numerical method for solving problem 

(1), has constructed by Euler, which can be 

presented as follows: 

).,(1 iiii ZthFZZ +=+                                       (2) 

This method has developed by some specialists 

and in the results of which in the middle of the 20 

th century the following method appeared: 

 
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+++ −==
m
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(3) 

It is not difficult to verify, that Adams methods, 

Stermer and Simpson methods, also some known 

methods can be received from the method (3) as 

the partial case. By taking into account Dahlquist’s 

rule, receive that if method (3) is stable and 

0
m


 , then

2]2/[2 + mp
, but if 

0
m


and 

0=m  , then 
mp 

. Here p-is the degree for 

the method (3), but m-is the order. Here, have 
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used the conception stability and degree for the 

method (3) (see for example [4]-[10]).  

Definition1. Integer values variable p, is called as 

the degree for the method (3), if the following 

takes place: 


=

++
→=−

m

i

p

inijni
hhOZhZ

0

,0),()( 
                       

(4) 

Definition 2.  Method (3) called as the stable, if the 

roots of the polynomial   

01

1

1
...)(  ++++= −

−

m

m

m

m  
located in the unite circle, on the boundary of 

which there is not multiply  roots. 

For the construction more exact stable methods, 

Ibrahimov has investigated the following method: 

 
−

− =

+++ −==

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m

j

m

j

jnjniini kNnZtFhZ
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,0,,...,1,0),,(

    
(5) 

which in usually called as the advanced method. 

He, proved that, if method (5) is stable and has the 

degree of p, then  

).3(1  ++ mmp
 

If method (5) in instable, then 
− mp 2

.  

It is easy to understand that, method (5) cannot be 

receive from  the method (4) as the partial case, 

because 0 . And if take into account that 

0m , then receive that the class of method (5) 

is the independent object of research. Considering 

what has been said, that class method (5) is 

separate, Ibrahimov has fundamentally 

investigated of method (5). And constructed 

concrete methods with the degree 3=p  and 

5=p . For the study advanced methods let us to 

consider the following method (see for example 

[17]): 
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(6) 

which is stably and has the degree p=3. 

In the application of this method to solving 

problem (1) arises nessarty for the calculation of 

the value 1+nZ
 and 2+n

Z
. For the finding the value 

1+n
Z

 one can be used the following predictor-

corrector method: 
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which is known, as the trapezoidal rule. For the 

calculation of the value 2+nZ
 one can be suggest 

some methods. For example: 

,2/)3(
112 nnnn

FFhZZ −+=
+++  

here, ,...)2,1,0(),( lZtFF
lll

= . In this case 

receive the following: 

.12/)2/)3(,(

12/)58(

112

11
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−+−

++=

+++
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            (7) 

Let us to consider the case
)0(),( − ZZtF

. In this case receive the following: 

nn
ZhhZhh /)512()2/3712( 22

1

22  +−=++
+

. 

As follows from here method (7) is A-stable. But if 

method (6) presented as follows: 

,12/)23,(

12/)58(
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FFhZZ

+−−

++=

++
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(8) 

then receive that method (8) is not A-stable. 

It follows from here that the properties of the 

predictor-corrector method depends from the 

choosing of the predictor formula.Noted that in 

usually methods of type (7) or (8) applied to 

solving of complex tasks by taking into account of 

the properties of A-stability. It is known that if 

method (3) is A-stable, then
2p

. Method (7) is 

A-stable and has the degree
3=p

. It follows from 

here that method (5) can be taking as the 

perspective. Let us to consider to construction of 

A-stable methods. 

§1. Construction A-stable methods with the high 

degree. 

By using Dahlquist’s results, many authors for the 

construction A-stable methods, investigated the 

following method (see for example [17]-[19]): 

),,(),(
0 0 0
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iininiini
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(9) 

here the function ),( ZtG  has defined as the   

),(),(),(),( ZtFZtFZtFZtG
Zt
+=

. 

Method (9) has investigated by many authors (see 

for example [20]-[35]). 
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As is known many scientists have considered 

constructing A-stable methods by using multistep 

second derivative methods as (9). Note that the 

following method can be received from the 

method of(9),  as the following: 

,12/)(2/)( 1

2

11 nnnnnn GGhFFhZZ +−+++= +++

(10) 

here reminder term can been presented as:  

.720/)5(5ZhRn =  
This method has the degree p=4 and A-stable. If 

compares method (7) with the method of (10), 

then receive that method (7) has some 

advantages, which refers to methods of advanced 

type. Let us noted that if method (9) is stable and 

has the degree of p, then there are methods with 

the degree 
22 + mp

. Method (10) receive 

from the method (9) for the  value 1=m , degree 

for which satisfies 4=p . Thus have shown that if 

method (9) is stable then 
22max += mp

. For 

the construction more exact methods, Ibrahimov 

offered to use the following method: 

  
= = =

+++ −=+=
k

i

l

i

s

i

iniiniini kNnGhFhZ
0 0 0

2 .,..,1,0,
    

(11) 

This is more general, than the method (9). 

Ibrahimov has proved that if method (11) stable 

and has the degree of p, then there exist methods 

of type (11),  with the degree 
2+++= mlsp

, 

here mkl =−  or 
)0( =− mmks

. 

Ibrahimov has constructed more specifically 

methods for the case k=2, l=s=3 and k=l=s=3. And 

also have given some comparison of the 

constructed methods. 

To illustrate all the results obtained above, it is 

proposed in the following methods(see for 

example [11]): 

.57/57/)24

5710(19/)811(

32

112

++

+++

−+

+++=

nn

nnnnn

hFF

FFhZZZ

       
(12) 

This method stable and has the degree of p=5. 

This method is the advanced, have the degree p=5 

and stable. Thus receive that method (12) has the 

maximum degree in the case k=3. But in the 

application of that the papers some difficulties 

associated with the calculation of 3+nZ
. For 

solving this problem one can be use the following 

method, which is the modification of the method 

(12): 

.57/)12/)516

23(,(57/)24

5710(19/)811(

1

2232

112

nn

nnnn

nnnnn

fF

FZthFF

FFhZZZ

+−

+−+

+++=

+

++++

+++

       
(13) 

This method can be taking as the explicit method 

of nonlinear type. Noted that this method is A-

stable, which can be comparison with the 

method  (9).One can note that method (13) is 

better than method (9). Usually for the 

comparison of the numerical methods are used 

the conception of optimal methods, which has the 

maximum degree and stability. By using this 

description receive methods (12) and (13) can be 

taken as the better. As was noted above method 

(13) is A-stable, the for method (13) can be taken 

as the better. And now let us consider construction 

of stable methods of type (11) and take l=s=k. In 

the case k=3, one can construct stable methods, 

which  can be presented as follows. 

. ),8(45360/)9792853
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(16) 

here 
,....)2,1,0(),( == sZtGG sss . 

As is known, all methods have their own 

advantages and disadvantages. Above presented 

methods also have their advantages and 

disadvantages. For example, implicit methods are 

more exact than the explicit method, but in the 

application of the implicit methods there arises 

some difficulty, which relates with finding the 

solution of the nonlinear algebraic equation. Note 

that similar difficulties arise in the case of 

advanced methods to solve some problems. In 

usually this difficult relation with the calculation 

the values of the solution of given problems at the 

next points. Thus proved that indeed each method 
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has its own disadvantages and advantages. 

However, there are ways in which one can 

overcome some of the above disadvantages. For 

example, to eliminate the shortcomings of implicit 

methods, predictor-corrector methods can be 

used.  Noted that one of the basic questions is the 

choosing of the predictor methods. In [8] is given 

the way for choosing predictor methods, 

depending from the corrector methods. In some 

cases it is available to use the corrector method as 

the predictor. Consequently there are different 

ways for the construction of the predictor-

corrector method. To explain these and in others 

cases, let us to consider the following paragraph. 

§2.On the application of the multistep 

multiderivative methods to solve problem (1). 

Above have, given some information about 

multistep and multistep second derivative method 

with constant coefficients and also comparison of 

these methods. And have shown that stable 

multistep second derivative methods are more 

exact than the multistep methods. However, 

stable advanced methods in usually are more 

exact than the stable methods of type (3). And 

stable multistep second derivative more exact 

than the methods of type (1). Noted that stable 

methods of type (1) more exact than the others. 

As was noted above in the application methods of 

type (9) to solving problem (1) arises some 

difficult, which are related with calculation the 

function 
),( ZtG

 at the mesh points. 

Consequently, stable methods of type (9), can be 

taking  as better in the application of that to 

solving following problem: 

.,)0(

,)0(),,,(

00

0

TttZZ

ZZZZtGZ

=

==

                 
(17) 

For the sheik of objectivity, noted that in the 

application of the method (9) to solving of 

problem (17) it is arises some difficulty related 

with the finding the values of the function 
)(tZ 

at the mesh points, 
htt ii +=+1 . For this aim one 

can be used methods of type (3), but the 

maximum value of the degree for the stable 

methods of type (3) equal to m+2 for 2=m  

even and to m+1 for 12 −= m (odd). But the 

maximum value for the degree of the stable 

method of type (9) equals to 2m+2. This 

combination can be used for the values 2m . In 

the case 3m , here recommend to use following 

hybrid method: 

.,...,1,0

,1),,(
0 0

mi

ZtFhZ
m

i

iin

m

i

iniini ii

=

= 
=

++

=

+++  

         
(18) 

A well-known representative method of this class 

in the midpoint, which can written as the follows: 

).,2/( 2/11 ++ ++= nnnn ZhthFZZ
                   

(19) 

The advantage of this method is known to all 

specialists. Let us noted that the known 

representative method for the class method (3) is 

the trapezoidal rule which can be as following: 

.2/)),(),(( 111 +++ ++= mmmmmm ZtFZtFhZZ
    

(20) 

This method is stable and has degree p=2. Method 

(19) also is stable and has degree p=2. However, 

method (19) is explicit, but method (20) is implicit. 

Let us compare these methods. These methods are 

stable, has the degree of p=2. But the equation 

(20) is nonlinear algebraic equation to respect

1+mZ
. As is known, to solve the nonlinear 

algebraic equation is not easy. However, in the 

calculation of unknown 1+nZ
 by equality of (19), 

there is any difficulty. It should be noted that 

many experts claim that implicit methods usually 

give better results than explicit methods. That’s 

why we mainly used implicit methods here. For the 

correction of the above shortcomings of implicit 

methods, it was proposed here to use the 

predictor-corrector methods. For example, 

predictor-corrector method to using trapezoid 

method (20), can been constructed as follows: 

),,(ˆ
1 mmmm ZthFZZ +=+                                 

(21) 

,2/))ˆ,(),( 111 +++ ++= mmmmmm ZtFZthFZZ
    

(22) 

Here the value of 1
ˆ

+mZ
 has calculated by the 

formula (21), then that corrected by the method 

(22) . Note  that by the formulas (21) and (22) 
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calculate the approximately value 1+mZ
 of the 

solution of some problems. As was noted above 

that method (19) is explicit but in using that it is 

arises calculation of the value 2/1+nZ
, for which 

one can be used the method (21). In some cases it 

is desirable to use simpler structure than the 

scheme (21) and (22). For example, let us to 

consider the following predictor-corrector 

method: 

),ˆ,( 11 ++ ++= mmmm ZhthFZZ
                        

(23) 

here, 1
ˆ

+mZ
 value, which is calculated by the 

method (21). Let us consider the following half 

sum: 

.2/)ˆ( 111 +++ += mmm ZZZ
                                      

(24) 

It is not difficult to prove that methods (22) and 

(24) are one and the same. However, it is easier to 

use the method (24), than the method of (22). And 

now, let  us to consider the generalization of the 

method (19), in one version, than can be 

presented as follows: 

).,...,1,0;1(

),,(
0 0

mi

ZtFhZ

i

m

i

m

i

ininiini ii

=

= 
= =

+++++



 

               

(25) 

For the receiving method  (19)from the method 

(25), it is enough to take 
0,1 10 == 

 and 

2/10 =
. Noted that if method (25) is stable, 

then in the class of methods (25), there are 

methods with the degree p=2m+2. For the 

illustration the receiving results here, let us to 

consider the following section. 

2. Numerical results. 

As is known one of the popular mathematical  

model  for the study many problems which we 

encounter  in our activity can be presented as 

follows: 

.10,1)0(),( == xZtZZ                            
(26) 

Exact solution of this example:  )exp()( ttZ = . 

There is an idea that first order ordinary 

differential equations can be reduced to second 

order ordinary differential equations, to solve 

which one can be used  the multistep second 

derivative methods. If this idea applied to example 

(26), then receive the following: 

 === )0(,1)0(),()( 2 ZZtZtZ              
(27) 

Exact solution of this problem can be presented as: 

)exp()( ttZ =
. To solving of this problem one 

can applied the following methods: 

9/)44(2 112

2

12  +++−+++
+++−= nnnnnn ZZZhZZZ

     
(28) 

.12/)10(2 212

2

12 +++++
+++−= nnnnnn ZZZhZZZ      

(29) 

 

Table 1. Results for the 01.0=h  

  nx
 

Error for 

method (13) 

Error for 

method (12) 

1=  0.1 

0.4 

0.7 

1.0 

4.66E-12 

2.96E-11 

7.15E-11 

1.39E-10 

1.28E-10 

7.27E-10 

1.72E-9 

3.34E-9 

1−=  0.1 

0.4 

0.7 

1.0 

3.86E-12 

1.34E-11 

1.78E-11 

1.90E-11 

1.04E-10 

3.24E-10 

4.23E-10 

4.49E-10 

 

Table 2.Results for the 1.0=h  

  nx
 

Error for 

method (13) 

Error for 

method (12) 

1=  0.1 

0.4 

0.7 

1.0 

3.16E-9 

1.99E-8 

4.8E-8 

9.3E-8 

4.56E-9 

2.46E-8 

5.82E-8 

1.12E-7 

 

Table 3. Results for the methods (28) and (29). 

x  1=  1−=  5=  5−=  

0,2

0 

0,6

0 

1,0

0 

2.04E-12 

1.7E-11 

4.1E-11 

2.16E-12 

2.05E-11 

5.53E-11 

2.53E-08 

3.17E-08 

2.86E-06 

3.26E-08 

1.17E-08 

1.97E-07 
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Table 4. Results for the methods (28) and (29). 

x  1=  1−=  5=  5−=  

0,20 

0,60 

1,00 

5,66E-13 

6,23E-12 

2,12E-11 

4.92E-13 

4.17E-12 

1.10E-11 

1.28E-08 

4.31E-07 

5.76E-06 

6.5E-09 

8.13E-08 

6.11E-07 
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Lindståhls bokhandel i distribution, 

Stockholm], Uppsala, 1959.  

[18] G.Y. Mehdiyeva, M.N. Imanova, V.R. 

Ibrahimov, General hybrid method in the 

numerical solution for ODE of first and 

second order, in: Recent Advances in 

Engineering Mechanics, Structures and Urban 

Planning, Cambridge, UK, 2013, pp. 175–180. 

[19] Kobza J. Second derivative methods of Adams 

type. Applikace Mathematicky. 1975;20: 

p.389-405. 

[20] Dahlquist  G.A special stability problem for 

linear multistep, 1963, no.3, p.27-43. 

[21] A.A.Huta,  A a priori bound of  the 

discretization error in the investigation by 



 
 
 

1271 

Journal of Harbin Engineering University 

ISSN: 1006-7043 
Vol 44 No. 12 

December 2024 

multistep difference method for the 

differential equations  , Acta 

F.R.N.Univer.Comen.Math., 1979, №34, p.51-

56.   

[22] Mehdiyeva G. Yu. On the construction test 

equation and its applying to solving Volterra 

integral equation. Mathematical methods for 

information science and economics, 

proceedings of the 17th WSEAS International 

conference an Applied Math. (AMATH 12), 

p.109-114. 

[23] M.N.Imanova V.R.Ibrahimov, The New Way 

to Solve Physical Problems Described by ODE 

of the Second Order with the Special 

Structure, WSEAS TRANSACTIONS ON 

SYSTEMS, DOI: 10.37394/23202.2023. 

22.20, p.199-206. 

[24] Imanova M.N. Ibrahimov, V.R., The 

application of hybrid methods to solve some 

problems of mathematical biology, American 

Journal of Biomedical Science and Research, 

2023/06, p. 74-80. 

[25] G.Mehdiyeva, V.Ibrahimov, M.Imanova, A 

way to construct an algorithm that uses 

hybrid methods, Applied Mathematical 

Sciences, vol.7, 2013, no 98, p. 4875-4890. 

[26] Simos, T. E. (2012). Optimizing a hybrid two-

step method for the numerical solution of the 

Schrödinger equation and related problems 

with respect to phase-lag. J. Appl. Math.;17 

pages, Article ID 420387,https: 

//doi.irg./10.1155/2012/420387.  

[27] G.Mehdiyeva, M. Imanova, V. Ibrahimov, 

Anapplication of the hybrid methods to the 

numericalsolution of ordinary differential 

equations of secondorder, Vestnik KazNU, 

ser., math, mech., inf. 4, 2012, p.46-54. 

[28] Sunday J., Chigozie C., Omole E.O., Gwing J.B., 

A pair of Three-step hbrid block methods for 

the solutions of linear and nonlinear first 

order systems, Util.Math.,118,2021, p. 1-15. 

[29] Ibrahimov VR, Imanova MN. On a Research of 

Symmetric Equations of Volterra Type. 

International Journal of Mathematical 

Models and Methods in Applied Sciences. 

2014;8: p. 434-440. 

[30] V. Ibrahimov, G. Mehdiyeva, X.-G. Yue, 

M.K.A.Ka Bar, S. Noel Aghdam, D. A. Juraev, 

Novelsymmetric mathematical problems, 

internationaljournal of circuits, Systems and 

signal processing 15(20121) p.1545-1557. 

[31] V. Ibrahimov, M. Imanova, Multistep 

methods ofthe hybrid type and their 

application to solve thesecond kind Volterra 

integral equation, Symmetry 6(2021)13. 

[32] Lamberd J.D., Numerical method for ordinary 

differential systems, the initial-value 

problem, John-Wiley & Sons LTD, United 

Kingdom, 1991. 

[33] Shyam S.S., Omar B., Hiyaz A., Yu-Ming C., 

Second order differential equation: oscillation 

theorems and applications, Mathematical 

Problems in Engineering, 1, 2020. 

[34] Franco M., A class of explicit two-step hybrid 

methods for second order IVPs, 

J.Comput.Appl.Math., 149, 2002, p. 407-414. 

[35] G.Yu.Mehdiyeva, V.R.Ibrahimov, 

M.N.Imanova, On the construction test 

equations and its Applying to solving Volterra 

integral equation, Methematical methods for 

information science and economics, 

Montreux, Switzerland, 2012/12/29, p. 109-

114. 

[36] G.Yu.Mehdiyeva, V.R.Ibrahimov, 

M.N.Imanova,Application of the hybrid 

method with constant coefficients to solving 

the integro-differential equations of first 

order, AIP Conference Proceedings, 

2012/11/6, p. 506-510. 

[37] G.Yu.Mehdiyeva, V.R.Ibrahimov, 

M.N.Imanova , On One Application of Hybrid 

Methods For Solving Volterra Integral 

Equations, World Academy of Science, 

Engineering and Technology 61 2012, p. 809-

813. 

[38] G.Yu.Mehdiyeva, V.R.Ibrahimov, 

M.N.Imanova ,General theory of the 

application of multistep methods to 

calculation of the energy of signals, Wireless 

Communications, Networking and 

Applications: Proceedings of WCNA 2014, p. 

1047-1056. 

[39] G.Yu.Mehdiyeva, V.R.Ibrahimov, 

M.N.Imanova , On one generalization of 

hybrid methods, Proceedings of the 4th 

international conference on approximation 

methods and numerical modeling in 



 
 
 

1272 

Journal of Harbin Engineering University 

ISSN: 1006-7043 
Vol 44 No. 12 

December 2024 

environment and natural resources, 

2011/5/23, p. 543-547. 

[40] M.N.Imanova, One the multistep method of 

numerical solution for Volterra integral 

equation, Trans. Natl. Acad. Sci. Azerb. Ser. 

Phys.-Tech. Math. Sci, 2006, p. 95-104. 

[41] D. Juraev, M. Jalalov, V. Ibrahimov ,On the 

formulation of the Cauchy problem for matrix 

factorizations of the Helmholtz equation, 

Engineering Applications, 2023/5/26, p.176-

189. 

[42] D. Juraev, M. Jalalov, V. Ibrahimov , ,On 

Approximate Solutions Of The Cauchy 

Problem For Systems Of Linear Equations Of 

The First Order,Mathematics, Mechanics And 

Intellectual Technologies Tashkent-2023, 

p.37. 


