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Abstract: Parkinson's Disease (PD) is difficult to identify early on since there are no physical diagnostics. This 

initiative addresses the critical need for a non-invasive Parkinson's disease detection method. This study uses 

deep learning, primarily CNNs, to discover Parkinson's disease patients by analyzing handwriting trends. In 

classification jobs, deep learning has shown to be very accurate, and it has also been useful in medical areas for 

analyzing data like X-rays and MRI scans. The project's main goal is to improve accuracy by taking traits from 

handwriting, teaching machine learning models, and checking how well they work against old-fashioned 

methods. This project boosts its skills by adding the Xception algorithm for better feature extraction, in addition 

to VGG19, InceptionV3, and ResNet50 for feature extraction. A strong voting algorithm is added to the 

classification process to make it stronger. A Flask system that works with SQLite has been created to make user 

testing and real-world use easier. This project not only makes the project bigger, but it also makes sure that the 

interface is easy to use so that it can be tested and proven in clinical situations. 

Index terms - Parkinson’s disease, neurological disorder, handwritten records, transfer learning, deep learning. 

 

1. Introduction 

No cure exists for Parkinson's disease (PD), a 

neurological disorder. This occurs when brain 

dopamine levels plummet. One neurotransmitter is 

dopamine. It sends signals to the basal ganglia, 

which governs balance and movement. When cells 

in the basal ganglia that make dopamine die or get 

damaged, the amount of dopamine in the brain 

drops. Parkinson's signs can include shakes, stiff 

muscles, trouble with balance and posture, 

uncontrollable movements (dyskinesia), speech 

and writing changes, and movement that is limited 

or slow (Bradykinesia) [1].  

Clinical testing like blood tests are few, making 

Parkinson's disease difficult to diagnose. PD is more 

common in those over 60, however it may start 

early and go undiagnosed. Early detection makes it 

simpler to manage symptoms and halt disease 

progression [2]. Early-onset PD may induce finger 

twitches and speech and movement pauses. 

Parkinson's patients' finger spasms create 

constricted handwriting. Mycrographia is the name 

for this type of handwriting, and it can be very 

helpful in finding people with PD early on. People 

who have PD can be identified by looking for certain 

patterns in their writings that show they have 

mycrographia or other deformations.  

Deep learning techniques have recently become 

very good at solving classification problems. CNNs 

and other deep learning systems have been shown 

to be the most accurate ways to classify things. 

CNNs have been used a lot to sort pictures, sounds, 

and movies into groups. CNNs take given data and 

find unique patterns that are then used to make the 

final classification. CNNs are straightforward to 

discover and utilize, making them ideal for 

categorization. Studies have revealed that deep 

learning approaches outperform machine learning 

methods due to transfer learning. After training 

CNNs for new tasks, one or more layers are added 

[3]. 

Examples include ResNets, EfficientNets, 

MobileNets, and other deep learning models. 

Medical practitioners have long employed deep 

learning methods. Deep learning models evaluate 

X-rays and MRIs to identify. AI has been more useful 

in medicine over the last decade as it has improved. 

AI is already used to diagnose and forecast some 

diseases in medicine. Deep learning works better 

than traditional approaches, according to studies 

[4]. 

Using deep learning techniques to find PD in 

handwriting data can be helpful, as these 

techniques have hit very high levels of accuracy. 
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One way to get results is to feed a deep learning 

model picture data that includes handwriting 

samples from people who are affected and people 

who are not affected. In our model, we suggested 

using genetic algorithms, k-nearest neighbors, and 

deep transfer learning models to create a system 

that can quickly tell whether a patient is healthy or 

has Parkinson's disease by reading handwriting 

records and pulling features. 

 

2. Literature Survey 

Millions suffer from Parkinson's disease, a 

neurological disorder that can't be cured. One of 

the toughest medical tasks is automatically 

detecting Parkinson's disease in characteristics. 

Many characteristics in these datasets are useless 

or include noise that makes them difficult to utilize. 

This makes learning and calculations tougher. A 

superior discrete artificial bee colony technique is 

used to propose a mixed feature selection approach 

[2]. This ensures categorization efficiency. The 

algorithm combines the best filters and wraps to 

remove most unrelated or noisy data and discover 

the best set of features. The filter pre-ranks 

features using three variable ranking algorithms. 

Based on the importance of the re-ranked qualities, 

the artificial bee colony population is established. 

The artificial bee colony technique scores 

individuals (feature subsets) in the wrapping 

section depending on how effectively they 

categorize using the classifier to get the optimal 

subset [2]. The first way to automatically choose the 

quickest best predictor in the search framework is 

also shown. The recommended strategy 

outperforms state-of-the-art algorithms and 

extracts less valuable features than free datasets. 

This study talks about how deep learning can be 

used to make medical diagnoses [4]. A full study of 

different scientific writings has been done on the 

topic of using deep neural networks in medicine. 

There were more than 300 study pieces found, and 

46 of them were shown in more detail after going 

through a series of selection steps. The outcomes 

show that convolutional neural networks (CNN) [7, 

12, 15] are the most common type used for deep 

learning and medical picture analysis. Also, this 

piece shows that deep learning technology is used 

in many areas, but most of them are related to 

science, medical analysis, and other similar fields. 

Older people's second most prevalent progressive 

condition is Parkinson's disease (PD). The most 

crucial issue about PD is brain function loss. This 

greatly impacts body function. Clinical indications 

are the main method physicians detect PD early, 

thus their experience matters. For an additional 

Parkinson's disease diagnosis system [5], this 

research focuses on machine learning. For PD group 

choices, the KNN, Random Forest, and Naive 

Bayesian algorithms are utilized. Also offered is an 

enhanced KNN algorithm with information entropy. 

The comparative findings from planned clinical data 

experiments suggest that this strategy improves 

prediction accuracy and is feasible. 

People with Parkinson's disease have movement 

problems that make their quality of life worse. The 

disease is a worsening brain disease. At the 

moment, there is no cure for this disease. This study 

[8] suggests a way to find people with Parkinson's 

disease by mixing voice and written data and using 

multimodal analysis. We show how to use picture 

transformer designs to tell the difference between 

people with Parkinson's disease [1, 5, 6, 7, 8] and 

healthy people. Finding Parkinson's disease early is 

important for managing movement symptoms. A 

data-efficient picture transformer using self-

supervised learning on DINO was able to get more 

than 90% correct on a set of spiral and meander 

drawings from the NewHandPD dataset. On the 

other hand, an audio spectrogram generator got 

results of more than 80% accuracy on the 

continuous vowel sounds of /a/ and /o/ from the 

PC-GITA collection. This study looks at how to use a 

mixed method to find Parkinson's disease and how 

transformer designs can be used in tasks involving 

picture and audio spectrogram classification. 

Parkinson's disease (PD) affects millions of people 

around the world, mostly older people. It is one of 

the most common neurological illnesses. 

Handwriting problems can be a good early sign of 

this disease, as has been shown. The point of this 

study [9] was to suggest a quick and easy way to tell 

the difference between people with PD and healthy 

controls by giving them drawing tasks that use 

machine-learning methods. Our telemonitoring 

system was based on an easy-to-use app for 

drawing tablets. It let us see where the digital pen 

was placed, how much pressure it was applying, 

and how inclined it was while the experiment was 
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going on. At the same time, we showed the subject 

what was happening on the screen. We made a 

routine with drawing and writing tasks, some in 

Italian, and got information from 22 healthy people 

and 9 people with Parkinson's disease [9, 11, 13]. 

Using signs and data from an existing database, we 

created a machine-learning model that can 

instantly tell the difference between 77.5% of PD 

cases and healthy test subjects. 

The world's most prevalent neurological movement 

disorder is Parkinson's. A loss of dopaminergic 

neurons in the substantia nigra indicates it. Current 

PD diagnosis based on Parkinsonism symptoms may 

lead to incorrect diagnoses. 

Electroencephalographic (EEG) recordings of non-

surgical PD patients may be utilized as an 

alternative. This work suggests a deep learning-

based automated PD detection methodology [11]. 

The research examined EEG data from 16 healthy 

and 15 PD patients. The Gabor transform created 

spectrograms from EEG [11, 14]. The recommended 

2D-CNN model was trained using these 

spectrograms. The proposed model achieved 

99.46% (±0.73) classification accuracy for three 

classes: healthy controls, PD patients with and 

without medication, and PD patients. This suggests 

that the model might immediately discover and 

assess PD patients' medication states. The 

proposed model may now be validated on a larger 

database before being utilized as a CAD tool to 

assist physicians make choices. 

 

3. Methodology 

i) Proposed Work: 

Our cutting-edge method for finding Parkinson's 

disease uses handwriting analysis with 

Convolutional Neural Networks (CNNs) [7, 12, 15] in 

a way that is non-invasive and easy for anyone to 

use. Our method improves the accuracy of PD 

recognition by putting the comfort of the patient 

first and using deep learning innovations like 

VGG19, InceptionV3, and ResNet50 algorithms. For 

feature extraction, these deep learning methods 

are used.  Adding machine learning models like K-

Nearest Neighbors, Support Vector Machines, and 

others that use features taken from deep learning 

models and tested on the NEWHANDPD dataset 

makes it even better at changing the way 

Parkinson's disease is diagnosed. In addition to 

using VGG19, InceptionV3, and ResNet50 [16] for 

feature extraction, the Xception method is added to 

this project to make it even more useful. A strong 

voting algorithm is added to the classification 

process to make it stronger. A Flask system that 

works with SQLite has been created to make user 

testing and real-world use easier. This addition not 

only makes the project bigger, but it also makes 

sure that the interface is easy to use for testing and 

validating in clinical situations. 

ii) System Architecture: 

The method starts by choosing the NEWHANDPD 

dataset [7, 22], which has a variety of handwriting 

examples from people with Parkinson's disease. 

Using an image data creator and image processing 

methods, the written pictures are improved and 

prepared for use. Deep learning methods, such as 

VGG19, InceptionV3, ResNet50, ensemble, and the 

extension model xception, take processed pictures 

and pull out traits that are useful. The features that 

were taken are then used to create and train 

machine learning models that use methods such as 

K-Nearest Neighbors (KNN) [9], Support Vector 

Machines (SVM), the extension-voting classifier, 

and others. Performance measures are used to 

judge how well the system works, which makes sure 

that the labeling of Parkinson's disease is correct 

and reliable. This unified method uses picture 

processing, deep learning, and regular machine 

learning to find everything. 

 
Fig 1 Proposed Architecture 

iii) Dataset collection: 

This step, we really look into the NEWHANDPD 

dataset [7, 22] to fully understand its structure and 

what it contains. This research is important for 

making smart choices during the next steps of data 

processing; it gives us useful information that 

guides our analysis. 
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Fig 2 Dataset images 

iv) Image Processing: 

Several important steps are involved in image 

processing, which is a key part of how autonomous 

driving systems find objects. In the first step, the 

original picture is turned into a blob object, which 

makes it easier to analyze and change later. After 

that, the classes of items that need to be found are 

set, which makes it clear what groups the method 

is trying to find. At the same time, bounding boxes 

are set up to show where the items are supposed to 

be in the image's areas of interest. The data that has 

been handled is then turned into a NumPy array. 

This is an important step for quickly computing and 

analyzing numbers. 

In the next step, information from large datasets is 

used to load a model that has already been trained. 

This includes reading the network levels of the pre-

trained model, which have learned values and traits 

that are necessary for accurate object recognition. 

Also, output layers are taken out, which gives final 

forecasts and makes object separation and 

classification work well. 

In the image processing chain, the picture file and 

the annotation file are also added together, which 

makes sure that there is enough information for 

further analysis. By switching from BGR to RGB, the 

color space is changed, and a mask is made to draw 

attention to important parts. Lastly, the picture is 

shrunk so that it can be used more efficiently for 

research and processing. This all-around image 

processing approach builds a strong base for 

reliable and accurate object recognition in the 

changing environment of self-driving cars, which 

improves road safety and the ability to make 

decisions. 

 

v) Feature Extraction: 

When you turn raw data into number features that 

can be handled, you're still keeping the information 

in the original data set. This is called feature 

extraction. When you use machine learning on the 

raw data, this method gives you better results. 

Feature extraction can be done by hand or 

automatically:  

To do manual feature extraction, you have to find 

the features that are important for a problem, 

describe them, and then set up a way to separate 

those features. Having a good understanding of the 

background or subject can help you choose which 

features might be useful in many cases. Engineers 

and scientists have worked for decades to come up 

with ways to pull features from pictures, signals, 

and text. The mean of a window in a signal is an 

example of a simple trait. Specialized algorithms or 

deep networks are used in automated feature 

extraction to pull out features from data or images 

without any help from a person. When you want to 

quickly go from raw data to making machine 

learning models, this method can be very helpful. 

Automated feature extraction can be seen in 

wavelet scattering. With the rise of deep learning, 

the first layers of deep networks have mostly taken 

the place of feature extraction, but mostly for 

picture data. For signal and time-series uses, 

feature extraction is still the first problem that 

needs a lot of skill to solve before prediction models 

can be built that work well. 

vi) Algorithms: 

InceptionV3 is a deep convolutional neural network 

model made to sort images into different groups. It 

quickly records complex patterns in pictures by 

using a mix of parallel and multi-scale convolutional 

processes. This makes it perfect for complex feature 

extraction in our project to find Parkinson's disease. 

Its ability to handle different kinds of spatial 

information lets it accurately analyze drawing 

patterns, which helps the system find signs of 

Parkinson's disease [16]. 

 
Fig 3 Inception V3 

 

VGG19 is a deep convolutional neural network 

design that is well-known for how well it works at 

recognizing images. With its 19 layers and use of 

small 3x3 convolutional filters and max-pooling 

layers, it can pull out complex data from pictures. 
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The deep structure of VGG19 makes it easier to 

capture hierarchical features, which are necessary 

for studying complex patterns in writings from 

people with Parkinson's disease. VGG19 is a good 

choice for improving the efficiency of our 

Parkinson's disease identification system through 

effective feature extraction [16]. It has been shown 

to work well in picture classification tasks and can 

be used with a variety of datasets. 

 
Fig 4 VGG19 

ResNet-50, which stands for Residual Network with 

50 layers, is a deep convolutional neural network 

design that is well-known for how well it works at 

classifying images. It uses residue learning to help 

the network figure out how to deal with the 

disappearing gradient problem that comes up in 

deep networks. When skip links are used, 

information can move directly between layers, 

which makes training much more efficient. ResNet-

50 [16] was picked for this project because it is very 

good at pulling out complex features from 

handwriting patterns, which is needed for accurate 

Parkinson's disease diagnosis. 

 
Fig 5 ResNet50 

Ensembling in this project means combining the 

ability to predict outcomes of three different 

Convolutional Neural Networks (CNNs): ResNet50, 

VGG19, and InceptionV3. Each CNN shows a 

different part of the handwriting of people with 

Parkinson's disease. The ensemble's goal is to 

improve accuracy, stability, and extension by 

combining these models. ResNet50 is great at 

understanding things in depth, VGG19 is great at 

recognizing patterns, and InceptionV3 is great at 

recording spatial orders. This mixed-group method 

improves feature extraction and the system's ability 

to find small but important patterns in different 

handwriting samples that are indicative of 

Parkinson's disease [7, 25]. 

 
Fig 6 Ensemble 

Xception, which is an extension of the Inception 

design, was picked for this project because it is very 

good at jobs that involve images. It uses depthwise 

separable convolutions, which improves speed by 

making the computations simpler. This makes it 

possible to get accurate features from handwriting 

patterns for finding Parkinson's disease, which fits 

with the project's focus on accuracy and using 

computers as little as possible [16]. 

 
Fig 7 Xception 

 

K-Nearest Neighbors (KNN) is a machine learning 

method that was used to find Parkinson's disease in 

this project. KNN sorts data points into groups 

based on how close they are to other points in the 

feature space. When it comes to handwriting 

analysis, KNN uses the closeness of features taken 

from scribbled patterns to find patterns that are 

linked to Parkinson's disease. Because it is easy to 

use and good at finding complex connections in 

data, it works well for our non-invasive testing 

method, which means we can make accurate and 

easy-to-find statements about Parkinson's. 

 
Fig 8 KNN 

In this project, the Improved K-Nearest Neighbors 

(KNN) method with Grid Search Cross-Validation is 

used to improve accuracy and find the best 

parameters. KNN works by putting a data point in 
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the class that has the most members among its k 

close neighbors. Grid Search Cross-Validation 

carefully checks out different sets of 

hyperparameters to discover the best setup. This 

makes the model more stable and better at 

correctly identifying Parkinson's disease from 

handwriting patterns. 

 
Fig 9 Improved KNN 

SVM is a guided machine learning method that is 

used to classify things and figure out what 

happened in the past. SVM is used in this project 

because it is good at working with high-dimensional 

data, like the features that can be taken from 

handwriting patterns. SVM works by finding the 

best hyperplane that divides different groups the 

most. This makes it a good tool for figuring out 

trends in handwriting that could be signs of 

Parkinson's disease. It is a good choice for accurate 

disease forecast in this case because it can handle 

large datasets and give strong classification [14]. 

 
Fig 10 SVM 

Decision trees are predictive models that divide 

data into groups based on feature values over and 

over again, making a structure that looks like a tree. 

Each core node is a choice based on a trait, and each 

outer node is a possible result. This project is a good 

fit for decision trees because they are easy to 

understand and can find complicated connections 

in handwriting traits. They are great at sorting data 

into groups and finding patterns, which makes 

them useful for telling the difference between 

drawing patterns that show Parkinson's disease 

symptoms. 

 
Fig 11 Decision tree 

Random Forest is an ensemble learning method 

that joins the forecasts of several decision trees to 

make the system more accurate and stable. 

Random Forest is a good choice for finding 

Parkinson's disease because it can handle 

complicated, non-linear connections in data. By 

combining results from different trees, it reduces 

overfitting and improves generalization 

performance. This makes it a good fit for the 

complex and varied patterns found in Parkinson's 

disease handwriting data. The method is useful for 

this project because it can be used in many ways 

and works well with datasets with a lot of 

dimensions. 

 
Fig 12 Random forest 

The voting classifier is an ensemble learning 

method that improves performance by combining 

the results of several base classifiers. A soft voting 

classifier is used in this project. This type of classifier 

takes into account the weighted average of the 

expected values from each classifier. This method 

works well because it uses various models, 

including Decision Tree and Random Forest 

classifiers, each of which is good at what it does. By 

adding up all of their estimates, the vote classifier 

tries to make a stronger and more accurate system 

for finding Parkinson's disease. It does this by using 

the fact that the base classifiers work well together 

to make the total diagnosis accuracy better. 

 
Fig 13 Voting classifier 

 

4. EXPERIMENTAL RESULTS 

Precision: Precision is the percentage of correctly 

classified cases or samples compared to those that 

were correctly classified as hits. So, here is the 



 
 
 

578 
 

Journal of Harbin Engineering University 

ISSN: 1006-7043 

Vol  45 No. 3 

March 2024 

method to figure out the precision:

 

 

 
Fig 14 Precision comparison graph 

 

Recall: In ML, recall measures how successfully a 

model finds all key examples of a class. This statistic 

measures a model's category prediction accuracy. 

Divide the number of accurately anticipated 

positive cases by the total positive instances. 

 

 
Fig 15 Recall comparison graph 

 

Accuracy: Accuracy is the percentage of right 

guesses in a classification job. It shows how 

accurate a model's forecasts are generally. 

 

 
Fig 16 Accuracy graph 

F1 Score: The F1 Score combines accuracy and 

recall into a single measure that considers both 

false positives and false negatives. This makes it 

suitable for evaluating datasets that are not evenly 

balanced. 

 

 
Fig 17 F1Score 

 

 
Fig 18 Performance Evaluation table 

 

 
Fig 19 Home page 
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Fig 20 Registration page 

 
Fig 21 Login page 

 

 
Fig 22 Input image folder 

 
Fig 23 Upload input image 

 
Fig 24 Predict result for given input 

 

5. Conclusion 

With the help of handwriting analysis, this project 

was made to help find Parkinson's disease earlier. 

Traditional ways of diagnosing problems have their 

limits, which is why people are looking for new, 

non-invasive ways to do things. The project's goal 

was to improve patient results by creating a more 

accurate and fast diagnosis tool for Parkinson's 

disease by focusing on small changes in handwriting 

as possible early warning signs. Deep learning 

models like VGG19, InceptionV3, ResNet50, and 

extension-Xception [16] were used in the project to 

get detailed information from handwriting data. 

Different ML algorithms are trained on the 

retrieved traits to make them work better. 

Evaluation measures were used to see how well 

these models could correctly diagnose Parkinson's 

disease, with the main goal of improving methods 

for the best results. All of the Xception-based 

models that were tested against the suggested 

ensemble model got perfect scores for KNN, 

Improved KNN, RF, SVM, DT, and Voting [14]. 

Xception's great performance suggests that it can 

pick up on minor trends in written data, which 

shows that it could be used to accurately diagnose 

Parkinson's disease. People who are at risk of or 

showing early signs of Parkinson's disease will 
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benefit most from this project. The new tool could 

help doctors find problems early and without 

hurting the patient. This would allow them to act 

quickly and help the patient do better. The Flask 

framework makes sure that the front end is easy for 

users to understand by combining safe user 

registration with SQLite to protect privacy. The 

useful design makes it simple to enter data, see 

results, and make guesses. This makes the tool 

useful for finding Parkinson's early in hospital 

situations that have real-world effects. 

 

6. Future Scope 

The deep learning methods used to find Parkinson's 

disease will need to be improved and made even 

better in the future. This ongoing process aims to 

make the system more accurate and useful by 

constantly improving the algorithms [14, 16]. The 

merging of other types of data, like speech or gait 

analysis, will be looked into in future work as a way 

to improve testing skills. This addition is meant to 

give a more complete picture by including a wider 

range of Parkinson's disease [1, 2, 3, 4, 5, 6, 7] signs 

and symptoms for better accuracy. As part of future 

growth, real-time monitoring features will be added 

so that patients can be constantly checked on. This 

feature allows for quick actions and individual 

treatment plans, which can be changed as health 

conditions change and make managing Parkinson's 

disease better. In the future, large-scale clinical 

studies and validations will be done using a wide 

range of datasets that reflect different age groups 

and stages of disease. This thorough testing makes 

sure that the system works well in real life, which 

adds to its trustworthiness and makes it ready for 

broad clinical use. 
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