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Abstract 

Introduction: Generative AI is quickly gaining attention and making a statement in this white paper, we will 

discuss its use in HR and touch upon its benefits too and short stories of early adopters and how that is creating 

a steep learning curve for others to follow. In a detailed view, we will discuss day-to-day HR processes that are 

being elevated by this technology and are applications of Generative AI shortly. With the progression of natural 

language processing technology, chatbots and virtual assistants equipped with GPT-3 and the more recent GPT-

4 are gaining widespread prominence across various industries. Although this advancement holds the promise 

of transforming our computer interactions and streamlining numerous everyday tasks, it also prompts inquiries 

about the future landscape of employment. This paper presents the views of pioneers of the IT industry and a 

detailed literature review of the evolution of Generative AI. It also discusses the uses and case studies of 

Generative AI to enlighten the future perspective of the technology.  

 

Keywords: Human Resources, ChatGPT, GPT-3, GPT-4, Open AI, Virtual Assistant and Generative AI 

 

Introduction 

Objectives: Objective is to do a thorough literature 

review of use of Generative AI in Human resources 

function and eventually build a maturity model for 

the industry to understand the maturity level at 

which they are using Generative AI. 

 

Methods: Generative AI is a branch of artificial 

intelligence that canters on producing fresh and 

innovative content, diverging from its emphasis on 

solely examining and handling existing data. The 

principal objective of generative AI is to create 

content that closely resembles and is difficult to 

differentiate from content crafted by humans. 

"GPT" in ChatGPT stands for "Generative Pre-

trained Transformer." It refers to the underlying 

model architecture and the method used to train 

and generate text. "Chat" in ChatGPT indicates that 

this variant of GPT is perfected for conversational 

interactions, such as chatbot-style conversations. 

Therefore, the full expansion of the acronym 

"ChatGPT" would be "Chat-Generative Pre-trained 

Transformer. 

The connection between generative AI and 

ChatGPT lies in the fact that ChatGPT is a form of 

generative AI specialized for generating text-based 

responses in a conversational context. It uses the 

transformer architecture, which is a type of 

generative model, to understand and generate 

sequences of words that form coherent and 

contextually relevant responses. 

Generative AI principles, such as capturing 

patterns, learning from data, and generating new 

content, are foundational to the capabilities of 

ChatGPT. It is trained on a massive dataset to 

understand language structure, context, and 

semantics, enabling it to generate text that appears 

human-like. 

While ChatGPT is not explicitly designed to 

remember or maintain context over a lengthy 

conversation, it demonstrates the ability to 

generate responses based on the input it receives. 

This makes it suitable for various conversational 

applications, customer support interfaces, and 

other scenarios where text-based interaction is 

valuable. 

ChatGPT is an AI language model developed by 

OpenAI. To understand its history, we need to look 

at the broader context of OpenAI's language 

models. 

OpenAI introduced its groundbreaking language 

model GPT (Generative Pre-trained Transformer) in 

June 2018. GPT-1 was trained on vast text data from 

the internet and proved impressive capabilities in 

generating coherent and contextually relevant text. 

Following the success of GPT-1, OpenAI released an 

improved version known as GPT-2 in February 

2019. GPT-2 was significantly larger and more 
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powerful, with 1.5 billion parameters. However, 

due to concerns about the potential misuse of such 

a powerful language model, OpenAI initially limited 

the release of GPT-2 and did not make the model 

fully available to the public. 

In November 2019, OpenAI made a significant 

announcement about the release of GPT-2. They 

launched a research preview that allowed 

researchers and developers to experiment with and 

study the model. OpenAI's decision to limit access 

to GPT-2 initially was driven by concerns about the 

model's potential for generating malicious content, 

spreading misinformation, and impersonating 

humans. 

OpenAI continued to refine its models, and in June 

2020, it introduced GPT-3. This version was by far 

the largest and most powerful, with 175 billion 

parameters. GPT-3 proved astonishing language 

generation capabilities, ranging from answering 

questions and engaging in conversation to creating 

coherent essays, translating languages, and even 

writing code. 

Building on the success of GPT-3, OpenAI released 

ChatGPT as a specific variant of the GPT-3 model. 

ChatGPT is designed to excel in conversational 

contexts, making it suitable for tasks like dialogue 

generation and chatbot interactions. OpenAI 

launched a research preview of ChatGPT in 

November 2020, allowing users to interact with the 

model via a web interface. 

AI is a breakthrough innovation and while this is in 

the initial stage, but this has the potential to be a 

valuable tool in the field of Human Resources (HR). 

It is natural language processing capabilities and 

conversational abilities make it suitable for a range 

of HR applications. Here are some key takeaways 

about the use of Generative AI in HR 

It is important to note that while Generative AI’s 

ChatGPT can be a valuable tool, it also has 

limitations. It may generate incorrect or biased 

responses, be sensitive to input phrasing, and lack 

the contextual understanding of a human HR 

professional. Ensuring accuracy, mitigating biases, 

and addressing ethical considerations are essential 

when implementing AI models like ChatGPT in HR 

functions. The successful use of Generative AI’s 

ChatGPT in HR depends on careful implementation, 

ongoing monitoring, and alignment with 

organizational aims. Companies should evaluate 

various HR technology solutions, including chatbot 

platforms, to find the most suitable option for their 

specific needs and ensure the responsible use of AI 

in HR practices. 

Also, the Human Resources Artificial Intelligence 

Maturity Model(7 Stage) (Copyright-AIHRMM)  and 

Generative AI Human resources Maturity model(5 

Stage)(Copyright-GAIHRMM) that was created as 

part of literature review will be heavily useful to 

understand the maturity level of the company and 

next level growth mindset in terms of enabling 

Technology in Human Resources. 

OpenAI has continued to refine and improve its 

language models over time, addressing biases, 

enhancing safety measures, and exploring ways to 

make AI technologies more accessible and 

beneficial to society. As an AI language model, 

ChatGPT aims to understand and generate human-

like text responses based on the input it receives, 

supplying conversational aid and information 

across a wide range of topics. 

John V Pavlic (2023) stated that ChatGPT enables 

users to input text prompts, and swiftly produces 

text responses based on the knowledge it has 

acquired through machine learning interactions 

with the internet. 

David Gefen (2023) stated that the current buzz 

surrounding Generative AI (GAI), notably propelled 

by ChatGPT from OpenAI since November 2022, 

asserts that it represents a groundbreaking 

development with substantial implications for both 

industry (Chui et al., Citation2022; McKinsey, 

Citation2023) and academia (Stokel-Walker & 

Noorden, Citation2023). This technology has the 

capacity to reshape the landscape of employment, 

posing a potential challenge to numerous existing 

job roles. 

Pawel Korzynski, et al. (2023) stated that ChatGPT 

falls within the category of generative Artificial 

Intelligence (AI) capable of generating diverse 

content types such as text, code, audio, images, and 

videos. It utilizes transformer technology, a neural 

network architecture that makes predictions based 

on inputs. Notably, Google is developing Bard, a 

competitor to ChatGPT, which also employs 

transformer technology. 

Pawan Budhwar, et al. (2023) stated that 

Generative AI has gained prominence since the 

introduction of a traditional bot named ChatGPT 

https://onlinelibrary.wiley.com/authored-by/Budhwar/Pawan
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(Generative Pre-trained Transformer) for public use 

in November 2022. Subsequently, an enhanced 

version, ChatGPT-4, was released in March 2023 

(OpenAI Blog, 2022). ChatGPT has garnered 

considerable attention for its capability to generate 

engaging, human-like responses to a wide range of 

inquiries, contributing to its widespread popularity 

since its debut. 

Lan Chen, et al. (2023) stated that about 28% of 

occupations in the current labour market require 

ChatGPT-related skills from the future hiring point 

of view. Furthermore, based on a large-scale 

occupation-cantered knowledge graph they also 

depicted that Hiring landscape will change 

drastically over a period. 

Glorin Sebastian (2023) highlighted that the 

incorporation of ChatGPT in the initial screening 

phase allows organizations to automate candidate 

evaluation, resulting in a reduction of time and 

effort for HR professionals. Moreover, ChatGPT 

offers a personalized and interactive experience for 

candidates, addressing common queries, offering 

insights into the company and job opportunities, 

and ensuring smooth communication throughout 

the recruitment process. Additionally, as a virtual 

HR assistant, ChatGPT plays a vital role in enhancing 

employee engagement and support. It efficiently 

manages routine inquiries concerning benefits 

enrolment, time-off requests, and company 

policies, providing prompt and accurate responses. 

This not only increases employee satisfaction but 

also liberates HR professionals to concentrate on 

more strategic endeavours. 

Jinbo Zhou and Weiren Cen (2023) stated that the 

digital human resource management platform 

based on ChatGPT demonstrates significant 

advantages in personalized employee experiences, 

decision-making and productivity compared to 

conventional human resource management 

platforms which may not use Digital Technology 

such as ChatGPT. 

Renana Peres a, et al (2023) discussed the topic - 

Exploring ChatGPT and Beyond: The Potential 

Impact of Generative Artificial Intelligence on 

Research, Teaching, and Practice - ChatGPT 

represents just the beginning, as various other 

forms of Generative AI are currently accessible or 

anticipated in the near future. What unifies these 

Generative AI tools is their ability to produce 

intelligent outputs in response to prompts provided 

by humans, spanning text, code, simulations, 

images, 3D objects, and videos. 

Lingjiao Chen et al (2023) discussed about both 

GPT-3.5 and GPT- 4 and highlighted that there is a 

lot of evolution across how the behaviour on large 

language model (LLM) has changed over a period. 

Ifta Firdausa Nuzula and Muhammad Miftahul Amri 

(2023) stated that ChatGPT can be employed in 

Cover letter, application, Motivational Letter, 

identifying a dream job and so on along with 

managing new policy drafts.  

Marlene Silva and Daniela Costa (2023) shared that 

the emergence of ChatGPT has bolstered its utility 

in the realm of Human Resources, offering 

extensive applications that can be tailored to the 

specific needs of an organization. Moreover, it has 

been highlighted that ChatGPT can be trained to 

provide responses to common queries about 

policies and employee benefits. 

Building Blocks of Artificial Intelligence: 

Exploring the various AI applications such as 

Machine Learning, Computer Vision, Deep 

Learning, NLP (Natural Language Processing), and 

more, can shed light on how they address 

challenges in various stages of recruitment. To 

maintain focus on the primary aspect, which is 

recruiting, we will avoid extensive discussions 

about Workforce Analytics/Management or 

Employee Life Cycle after joining. Moreover, we will 

not provide definitions for Automation, Data 

Analytics, and AI, as these terms are widely 

understood and readily available on the internet. 

The building blocks of AI (Artificial Intelligence) 

consist of fundamental components and 

technologies that enable machines to perform tasks 

that typically require human intelligence. These 

building blocks include. 

Machine Learning: It is a fundamental component 

of AI that allows machines to acquire knowledge 

from data and enhance their performance without 

direct programming. It entails employing 

algorithms that discern patterns and connections 

within data to make predictions or decisions. 

Natural Language Processing (NLP): NLP 

concentrates on the interaction between 

computers and human language, empowering 

machines to comprehend, interpret, and produce 

human language. This capability gives rise to 

https://arxiv.org/search/cs?searchtype=author&query=Chen%2C+L
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various applications like language translation, 

chatbots, and sentiment analysis. 

Neural Networks: Neural networks belong to a 

group of algorithms that draw inspiration from the 

structure and functioning of the human brain. 

These networks comprise interconnected nodes 

(neurons) that perform intricate computations and 

pattern recognition in data by processing and 

transmitting information. 

Robotics: Robotics is the fusion of AI and 

engineering, aiming to develop machines with the 

ability to carry out physical tasks independently or 

with limited human intervention. These robots are 

designed to interact with the physical world and 

operate in environments that might pose 

challenges or risks for humans. 

Computer Vision: It allows machines to 

comprehend and analyse visual data from images 

and videos. This technology finds application in 

diverse areas, such as facial recognition, object 

detection, and autonomous vehicles. 

Data Mining: It refers to the procedure of 

uncovering patterns, connections, and valuable 

insights from extensive datasets. It entails the 

application of AI techniques to extract valuable 

information from vast amounts of data. 

Reinforcement Learning: It is a form of machine 

learning in which an agent learns to make decisions 

by engaging with an environment and obtaining 

feedback in the form of rewards or penalties. 

Expert Systems: Expert systems are AI programs 

designed to imitate the decision-making 

capabilities of human experts in particular domains. 

These systems utilize a knowledge base and a set of 

rules to analyse and offer solutions or 

recommendations for intricate problems. 

Cognitive Computing: The objective of cognitive 

computing is to design AI systems capable of 

emulating human cognitive functions, 

encompassing learning, reasoning, problem-

solving, and natural language comprehension. 

Predictive Analytics: Predictive analytics entails 

utilizing historical data and statistical algorithms to 

forecast future events or trends. It finds extensive 

application in domains such as finance, marketing, 

and healthcare. 

These building blocks, combined and applied 

creatively, form the foundation for the 

development of various AI applications and 

technologies that continue to transform industries 

and improve human lives. 

 

Figure 1: Glancing through the recruiting life cycle and AI-used cases- Self-Created Diagram 

 
 

Figure 2: 7 Staege-Artificial intelligence Human resources Maturity Model(HRAIMM)- Self Created 
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Figure 3: Copyright Received- 7 Stage- HRAIMM- US Copyright Office 

 
 

Building Blocks of Generative Artificial 

Intelligence: 

ChatGPT, like other language models based on the 

GPT architecture, consists of several essential 

building blocks that contribute to its functioning. 

Here are the key components of ChatGPT. 

Generative Models: These are algorithms or 

architectures that learn patterns and structures 

from a given dataset and then generate new data 

instances based on that learning. Generative 

models aim to capture the underlying distribution 

of the training data to produce realistic and novel 

samples. Generative models are a class of machine 

learning algorithms designed to create new data 

samples resembling a given dataset. They operate 

by learning the underlying patterns and structures 

in the training data and using that knowledge to 

generate novel examples. Generative Adversarial 

Networks (GANs) and Variational Autoencoders 

(VAEs) are two prominent types of generative 

models. GANs consist of a generator and 

discriminator, engaged in an adversarial process to 

improve the quality of generated samples. 

VAEs employ a probabilistic approach to learn a 

latent space distribution, enabling the creation of 

diverse and realistic data. Applications include 
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image and text generation, data augmentation, 

style transfer, and anomaly detection. Challenges 

include mode collapse in GANs and interpreting 

latent spaces in VAEs. Generative models 

contribute to creative applications, enhancing 

machine learning tasks through the generation of 

synthetic but realistic data. Ongoing research 

focuses on refining model architectures, training 

strategies, and exploring novel applications for 

generative models. 

Generative Adversarial Networks (GANs): GANs 

are a specific type of generative model introduced 

by Ian Goodfellow and his colleagues in 2014. GANs 

consist of two neural networks—the generator and 

the discriminator—engaged in a competitive 

process. The generator creates synthetic data, and 

the discriminator evaluates whether the data is real 

or generated. This adversarial training process leads 

to the improvement of the generator's ability to 

produce realistic content. Generative Adversarial 

Networks (GANs) are a class of generative models 

in machine learning, introduced by Ian Goodfellow 

and his colleagues. Consisting of a generator and a 

discriminator, GANs operate through adversarial 

training, where the generator creates data samples, 

and the discriminator evaluates their realism. The 

generator aims to produce samples 

indistinguishable from real data, while the 

discriminator aims to correctly classify between 

real and generated samples. The training process 

involves the continuous improvement of both the 

generator and discriminator through competition, 

leading to the generation of increasingly realistic 

data. GANs have found success in various 

applications, including image generation, style 

transfer, and data augmentation. 

Challenges in GANs include mode collapse, where 

the generator focuses on a limited set of data 

patterns, and training instability. Despite 

challenges, GANs have significantly impacted the 

field, pushed the boundaries of creative 

applications, and contributed to advancements in 

artificial intelligence. 

Variational Autoencoders (VAEs): VAEs are 

another type of generative model that combines 

elements of autoencoders and probabilistic 

modeling. VAEs learn a probabilistic mapping from 

the input data to a latent space, enabling the 

generation of new, similar samples. Consisting of an 

encoder and a decoder, VAEs aim to map input data 

to a probabilistic latent space and reconstruct the 

data from sampled points in this space. Unlike 

traditional autoencoders, VAEs enforce a specific 

probability distribution (typically Gaussian) on the 

latent space, facilitating the generation of diverse 

and realistic samples. The training objective for 

VAEs involves minimizing the reconstruction error 

while regularizing the latent space to follow the 

desired distribution. VAEs find applications in image 

generation, data synthesis, and representation 

learning, offering a probabilistic approach to 

capturing the underlying structure of data. 

One challenge with VAEs is balancing 

reconstruction accuracy with adherence to the 

desired distribution in the latent space. Their 

probabilistic nature makes VAEs suitable for tasks 

where uncertainty in data generation is crucial, 

contributing to advancements in generative 

modeling and unsupervised learning. 

Sequence Generation with RNNs and LSTMs: 

Recurrent Neural Networks (RNNs) and Long Short-

Term Memory (LSTM) networks are often used for 

sequence generation tasks, such as generating text, 

music, or speech. These models are capable of 

capturing temporal dependencies in data. RNNs are 

designed to process sequential data by maintaining 

hidden states that capture temporal dependencies, 

making them suitable for tasks where context 

matters over time. LSTMs, an advanced form of 

RNN, address the vanishing gradient problem and 

are adept at capturing long-range dependencies in 

sequences through memory cells and gates. In 

sequence generation, RNNs and LSTMs take input 

sequences and generate corresponding output 

sequences, making them valuable for tasks like 

predicting the next word in a sentence or 

generating music. These models are widely applied 

in natural language processing, speech recognition, 

and other time-series prediction tasks. One 

challenge in training RNNs and LSTMs is the 

vanishing or exploding gradient problem, which 

affects the ability of the network to capture long-

term dependencies. 

Despite challenges, RNNs and LSTMs have 

significantly improved the quality of generated 

sequences in various applications, demonstrating 

their effectiveness in capturing complex patterns in 

sequential data. 
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Transformer Models: Transformer models, such as 

OpenAI's GPT (Generative Pre-trained 

Transformer), have demonstrated remarkable 

capabilities in generating coherent and contextually 

relevant text. These models use self-attention 

mechanisms to capture long-range dependencies in 

data. The key innovation of Transformers lies in 

their self-attention mechanism, allowing them to 

process input sequences simultaneously, capturing 

long-range dependencies efficiently. They have 

become the foundation for state-of-the-art models 

like BERT, GPT, and T5, excelling in tasks such as 

language understanding, translation, and text 

generation. Unlike traditional sequential models, 

Transformers enable parallelization, making them 

highly scalable and computationally efficient. The 

attention mechanism allows Transformers to assign 

varying levels of importance to different parts of 

the input sequence, enhancing their ability to 

capture context. Pre-trained transformer-based 

models, fine-tuned for specific tasks, have 

demonstrated remarkable performance across a 

wide range of natural language processing 

benchmarks. 

Transformers have expanded beyond language 

tasks, being applied successfully in computer vision, 

speech processing, and reinforcement learning. The 

architecture's modularity and scalability have led to 

its widespread adoption, with variants like BERT 

(Bidirectional Encoder Representations from 

Transformers) and GPT (Generative Pre-trained 

Transformer) becoming instrumental in the field. 

Transformer models have significantly impacted 

the field of machine learning, offering a versatile 

and powerful framework for capturing complex 

patterns in various types of data. 

Transformer Architecture: ChatGPT is built upon 

the Transformer architecture, which is a deep 

learning model architecture specifically designed 

for natural language processing tasks. Transformers 

use self-attention mechanisms to capture 

relationships between different words or tokens in 

a text sequence, enabling the model to understand 

and generate coherent responses. Transformers 

use a self-attention mechanism, allowing them to 

process input sequences in parallel, capturing long-

range dependencies more effectively than 

traditional sequential models. The architecture 

consists of an encoder and a decoder, both 

composed of multiple layers, each containing self-

attention and feedforward sub-layers. Self-

attention enables the model to assign different 

weights to different parts of the input sequence, 

enhancing its ability to capture contextual 

information. Transformers enable parallelization, 

making them highly efficient and scalable for 

processing large datasets. The modularity of the 

Transformer architecture facilitates its adaptation 

to various tasks, leading to the development of pre-

trained models like BERT and GPT. These models, 

pre-trained on vast amounts of data, can be fine-

tuned for specific applications, achieving state-of-

the-art results across a range of natural language 

processing tasks.  

The Transformer architecture has transcended 

language tasks, finding applications in computer 

vision, speech processing, and other domains, 

showcasing its versatility. The success of 

Transformers has inspired a wave of research and 

development in deep learning, influencing the 

design of subsequent models and architectures. 

Fine-tuning: After pre-training, ChatGPT undergoes 

a process called fine-tuning. In this stage, the model 

is further trained on specific datasets that are 

carefully generated and curated by OpenAI. Fine-

tuning helps to refine the model's abilities for 

specific tasks and improve its responsiveness in 

generating contextually relevant and coherent 

responses.  

Fine-tuning is a machine learning process where a 

pre-trained model is further trained on a specific 

task or dataset to adapt its knowledge to a 

particular domain. This technique is commonly 

applied to transfer learning, leveraging the 

knowledge gained by a model on a large, general 

dataset for improved performance on a more 

specific task with limited labelled data. During fine-

tuning, the pre-trained model's parameters are 

adjusted to better align with the characteristics of 

the target dataset, allowing it to capture task-

specific patterns. Fine-tuning is especially useful in 

scenarios were collecting a large, labelled dataset 

for a specific task is impractical or costly. It is 

prevalent in natural language processing, computer 

vision, and other domains, where pre-trained 

models such as BERT or ResNet can be fine-tuned 

for tasks like sentiment analysis or image 

classification. 
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The success of fine-tuning depends on choosing an 

appropriate pre-trained model, adjusting 

hyperparameters, and carefully managing the 

balance between retaining general knowledge and 

adapting to task-specific nuances. Fine-tuned 

models often achieve superior performance 

compared to training from scratch, making it a 

widely adopted practice in machine learning. 

Pre-training: ChatGPT is pre-trained on a massive 

corpus of text data from the internet. During pre-

training, the model learns to predict the next word 

in a sentence, given the earlier context. This process 

helps the model develop a broad understanding of 

language patterns and structures. Pre-training is a 

machine learning technique where a model is 

initially trained on a large dataset for a general task 

before being fine-tuned on a more specific task or 

dataset. The primary goal of pre-training is to 

capture general patterns and features in the data, 

allowing the model to learn representations that 

can be useful across various related tasks. 

In natural language processing, pre-trained 

language models like BERT or GPT are trained on 

massive text corpora to learn contextualized word 

embeddings and syntactic structures. Pre-training 

leverages transfer learning, enabling the model to 

benefit from the knowledge gained during the 

initial training on a broad dataset. The success of 

pre-training lies in the ability of the model to 

capture rich, hierarchical features that generalize 

well to diverse tasks. Pre-trained models serve as 

powerful starting points, especially in scenarios 

where collecting labelled data for a specific task is 

limited or expensive. The fine-tuning process 

follows pre-training, where the model is adjusted to 

perform well on the target task, benefiting from the 

generalized knowledge acquired during pre-

training. Pre-training has been successful not only 

in natural language processing but also in computer 

vision, audio processing, and other domains, 

showcasing its versatility. Effective pre-training 

strategies involve choosing appropriate 

architectures, designing suitable pre-training 

objectives, and managing hyperparameters for 

optimal transfer of knowledge. 

The concept of pre-training has significantly 

influenced the development of state-of-the-art 

models, contributing to the advancement of various 

machine learning applications. 

Context Window: ChatGPT has a limited context 

window, which means it considers only a fixed 

number of preceding tokens as context. In the case 

of GPT-3, the context window is limited to 2048 

tokens. The context window restriction ensures 

computational efficiency and helps the model keep 

coherence within a given conversation. A context 

window in the context of natural language 

processing refers to a specified range of adjacent 

words or tokens around a target word in a given 

text. It is a crucial concept for understanding the 

context in which a word appears, allowing models 

to capture the meaning and relationships between 

words based on their proximity. The size of the 

context window is a hyperparameter that 

influences how much contextual information a 

model considers when processing a particular 

word. A smaller context window may capture local 

relationships, while a larger window can 

incorporate broader contextual information, 

impacting the semantic understanding of words. 

Context windows play a significant role in various 

language models, including traditional approaches 

like n-gram models and more modern architectures 

like recurrent neural networks (RNNs) and 

transformers. In word embeddings or distributed 

representations, the context window is integral to 

learning representations that capture semantic 

similarities and relationships between words. The 

choice of an optimal context window size depends 

on the specific task and the characteristics of the 

language data being processed. 

Prompt Engineering: Generative AI relies on user 

prompts or instructions to generate proper 

responses. The quality and specificity of the 

prompts play a crucial role in shaping the model's 

output. OpenAI supplies guidelines to users on how 

to format prompts effectively to achieve the 

desired results. Prompt engineering is a technique 

in natural language processing where the input or 

query phrasing is carefully designed to guide a 

model toward desired outputs or behaviours. It 

involves formulating precise and effective prompts 

to elicit the desired information or responses from 

a language model, such as OpenAI's GPT-3. Prompt 

engineering is particularly relevant in scenarios 

where fine-tuning options are limited, and 

controlling the model's behaviour through input 

manipulation becomes crucial. By crafting well-
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designed prompts, practitioners can achieve better 

model performance, generate specific types of 

content, or bias the output toward desired 

sentiments. The effectiveness of prompt 

engineering depends on an understanding of the 

model's capabilities, limitations, and potential 

biases. Researchers and developers often 

experiment with different prompt variations to 

achieve optimal results and mitigate unintended 

biases or outputs. Prompt engineering has gained 

prominence as a means to improve the usability 

and reliability of language models in various 

applications, including content creation, question-

answering, and creative writing. 

Careful consideration of language nuances and the 

target task is essential in prompt engineering to 

achieve desired outcomes while maintaining ethical 

and unbiased AI applications. 

Large-Scale Parameters: Generative AI, particularly 

the GPT-3 variant, is characterized by its large-scale 

parameters. GPT-3 has 175 billion parameters, 

enabling it to capture intricate language patterns 

and generate more sophisticated responses. The 

large parameter count contributes to the model's 

impressive language generation capabilities. Large-

scale parameters in the context of machine learning 

models, especially neural networks, refer to a high 

number of trainable parameters within the model 

architecture. Models with large-scale parameters 

are often characterized by an increased capacity to 

learn intricate patterns and representations from 

vast amounts of data. These parameters contribute 

to the model's ability to capture complex 

relationships, making them suitable for tasks with 

extensive datasets, such as image classification, 

natural language processing, and speech 

recognition. The training of models with large-scale 

parameters usually requires substantial 

computational resources, including powerful 

hardware and parallel processing capabilities. Well-

known examples of models with large-scale 

parameters include BERT in natural language 

processing and deep convolutional neural networks 

(CNNs) in computer vision. While large-scale 

parameters can enhance a model's performance, 

they also pose challenges such as longer training 

times, increased memory requirements, and the 

risk of overfitting. 

Effective regularization techniques and 

optimization strategies are often employed to 

manage the complexities associated with large-

scale parameter models. The trend towards larger 

models, driven by innovations like GPT-3 and 

models with billions of parameters, has been a focal 

point in recent machine learning research, pushing 

the boundaries of model capabilities and 

performance. 

It is important to note that while Generative AI has 

achieved remarkable performance, it also has 

limitations. The model can sometimes produce 

incorrect or nonsensical answers, be sensitive to 

input phrasing, and may show biases present in the 

training data. OpenAI continues to work on refining 

and improving these models while addressing these 

challenges to ensure responsible and reliable AI 

interaction. 

 

Figure 4: Glancing through the HR life cycle and GEN AI-used cases- Self-Created Diagram 

 
Figure 5: 5 Stage Maturity Model –GAIHRMM- Self Created 
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Figure 6: 5 Stage Maturity Model –Copyright Received- US Copyright Office 

 
Use of Generative AI in Human Resources 

Generative AI can be applied to various use cases in 

the field of Human Resources (HR). Here are some 

potential applications: 

1. Candidate Screening: ChatGPT can aid HR 

professionals by conducting initial screenings of 

job candidates. It can ask relevant questions, 

gather information about skills and experience, 

and supply preliminary evaluations based on 

predefined criteria. AI-based systems utilize 

natural language processing (NLP) to analyse 

resumes and identify relevant skills, 

qualifications, and experience. Machine 

learning models are used to match candidate 

profiles with job descriptions, helping HR 

professionals identify the best-fit candidates 

efficiently. 

2. Chatbots for Candidate Interactions: Chatbots 

are AI-powered virtual assistants that can 

manage routine tasks in the recruitment 

process. They can engage with candidates, 

answer common questions, and assist in 

scheduling interviews, freeing up HR 

personnel's time for more strategic activities. 

3. Diversity and Inclusion: AI is employed to 

eliminate biases in job postings by detecting and 
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suggesting alternative, more inclusive language. 

During the initial screening of resumes, AI can 

anonymize candidate information, reducing the 

risk of unconscious bias in the selection process. 

4. Employee Feedback and Engagement: NLP 

algorithms analyse employee feedback from 

surveys, performance reviews, or other sources 

to extract valuable insights. HR teams use these 

insights to understand employee sentiments, 

identify pain points, and make data-driven 

decisions to enhance the employee experience. 

5. Employee Onboarding: Generative AI’s version 

of ChatGPT can be used to supply interactive 

onboarding experiences for new employees. It 

can answer frequent questions about company 

policies, benefits, and procedures, guiding 

employees through the onboarding process. 

6. Employee Assistance and Support: ChatGPT 

can serve as a virtual assistant for employees, 

helping them with common HR-related 

inquiries, such as leave requests, benefits 

information, HR policies, and general HR FAQs. 

7. Learning and Development: ChatGPT can 

supply personalized learning recommendations 

to employees based on their skills, career goals, 

and interests. It can suggest training programs, 

courses, or resources tailored to individual 

needs, fostering professional development. AI-

driven learning platforms personalize training 

and development programs for employees. 

These platforms assess individual skills, learning 

preferences, and career aspirations to 

recommend relevant courses and resources. 

8. HR Analytics and Predictive Insights: AI and 

machine learning models process HR data to 

provide predictive insights. For example, these 

models can predict which employees are at risk 

of leaving the company or help HR departments 

plan for future workforce needs. 

9. Enhanced Employee Experience: By supplying 

prompt and correct responses to employee 

inquiries, ChatGPT can enhance the overall 

employee experience. It offers self-service 

options, quick access to HR information, and 

personalized support, fostering engagement 

and satisfaction. 

10. Scalability and Accessibility: ChatGPT can 

manage multiple simultaneous conversations, 

making it scalable for organizations with varying 

HR demands. It also supplies 24/7 availability, 

ensuring employees have access to HR support 

whenever they need it. 

11. Personalization and Learning: ChatGPT can 

offer personalized recommendations for 

employee training and development, promoting 

individual growth and skill enhancement. It can 

also adapt to individual preferences, offering a 

more tailored HR experience. 

12. Performance Management: ChatGPT can aid in 

performance management processes, such as 

performance reviews or feedback sessions. It 

can supply prompts and guidance for managers, 

ease self-assessment exercises, or suggest 

strategies for performance improvement. 

13. HR Policy and Compliance: ChatGPT can help 

HR professionals stay up to date with HR 

policies, legal regulations, and compliance 

requirements. It can provide information on 

labour laws, and company policies, and ensure 

HR practices align with legal and ethical 

standards. 

14. Employee Engagement and Surveys: ChatGPT 

can ease employee engagement surveys or 

pulse checks. It can gather anonymous feedback 

from employees, analyse sentiment, and 

generate insights to help HR teams understand 

employee satisfaction levels and find areas for 

improvement. 

15. HR Knowledge Base and Documentation: 

ChatGPT can function as an interactive 

knowledge base for HR-related information. It 

can provide quick access to policies, procedures, 

guidelines, and other HR documentation, aiding 

both HR professionals and employees with 

information retrieval. 

16. HR Process Optimization: By streamlining HR 

processes, such as performance management, 

employee surveys, and compliance tracking, 

ChatGPT can contribute to overall process 

optimization and ensure consistent application 

of HR policies. 

17. Employee Surveys and Sentiment Analysis: AI 

tools, including sentiment analysis, gauge 

employee satisfaction, and sentiment from 

open-ended responses in surveys. HR 

professionals can identify trends and issues 

within the organization and take proactive steps 

to address them. 
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18. Generative Content Creation: AI-generated 

content, such as job descriptions, can be 

customized for specific roles and organizational 

needs. This helps HR teams save time and 

maintain consistency in their communication 

and documentation. 

19. Ethical AI and Bias Mitigation: HR professionals 

and AI developers work together to ensure AI 

systems used in HR are fair and ethical. Regular 

audits and adjustments are made to minimize 

biases in algorithms and maintain privacy and 

compliance with regulations. 

20. Remote Work Support: AI tools monitor remote 

employees' well-being and productivity by 

analysing data like email and collaboration tool 

usage. Insights generated help HR teams offer 

support and resources to remote workers, 

ensuring their well-being and performance. 

These are just a few examples of how Generative 

AI’s ChatGPT can be used in HR. The flexibility and 

conversational nature of ChatGPT make it well-

suited for a range of HR applications, enhancing 

efficiency, accessibility, and user experience in HR 

processes. Automation and Efficiency: ChatGPT can 

automate routine HR tasks, such as candidate 

screening, employee onboarding, and answering 

common HR inquiries. This can help save time and 

increase operational efficiency for HR 

professionals. 

Several HR technology providers offer chatbot 

solutions for HR functions. These providers include 

established companies in the HR technology space, 

as well as startups specializing in conversational AI 

and HR automation. It is advisable to explore HR 

technology providers, consult with industry 

experts, or reach out to HR software vendors to 

learn about the specific chatbot solutions they 

offer. 

Role of Generative AI in predicting attrition:  

The use of generative AI in predicting attrition 

often referred to as employee turnover prediction, 

is an increasingly valuable application in the field of 

human resources. Predicting attrition is essential 

for organizations as high employee turnover can be 

costly in terms of recruitment, training, and loss of 

institutional knowledge. Generative AI, along with 

other machine learning techniques, can provide 

valuable insights and help organizations proactively 

address retention challenges. Here's how 

generative AI can be applied in this context: 

Data Collection and Integration: Generative AI 

models require a substantial amount of data to 

make accurate predictions. HR departments gather 

historical data on employees, including 

demographics, job roles, performance metrics, 

salary, and tenure. 

Feature Engineering: Before feeding data into a 

generative AI model, feature engineering is often 

performed. This involves selecting and 

transforming relevant variables that might 

influence attrition, such as job satisfaction, 

engagement scores, and promotion history. 

Natural Language Processing (NLP): NLP 

techniques can be used to analyse unstructured 

data sources such as employee surveys, open-

ended comments, or social media interactions. 

These sources can provide valuable sentiment and 

engagement data that can be used in attrition 

prediction models. 

Generative Models for Risk Assessment: 

Generative AI models, such as recurrent neural 

networks (RNNs) or transformers, can be used to 

create predictive models. These models can take 

into account a wide range of features and historical 

data to estimate the likelihood of an employee 

leaving the organization. 

Continuous Monitoring: Attrition prediction is not 

a one-time task; it is an ongoing process. AI models 

can continuously monitor changes in employee 

behaviour, performance, or engagement and adjust 

predictions accordingly. 

Identification of Key Factors: Generative AI can 

help identify the key factors contributing to 

attrition within an organization. This insight can 

guide HR departments in implementing targeted 

strategies to address these issues. 

Early Warning Systems: Predictive models can 

serve as early warning systems, alerting HR teams 

when employees are at a higher risk of leaving. This 

allows for proactive intervention, such as 

conducting stay interviews or offering retention 

incentives. 

Personalized Retention Strategies: AI can generate 

personalized retention strategies for at-risk 

employees. For example, it can recommend 

training opportunities, mentorship programs, or 
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changes in job roles to improve job satisfaction and 

engagement. 

Model Evaluation and Feedback: Continuous 

model evaluation is crucial to ensure accuracy and 

effectiveness. HR professionals should regularly 

assess the model's performance and update it as 

necessary based on feedback and evolving data. 

Compliance and Ethical Considerations: When 

using AI in attrition prediction, organizations must 

adhere to legal and ethical standards. It is essential 

to protect employee privacy and ensure that the 

use of predictive models is fair and unbiased. 

Transparency and Interpretability: HR 

professionals should be able to understand and 

interpret the model's predictions. Black-box models 

may not be suitable for all organizations, so 

transparency in model design and decision-making 

processes is critical. 

Use of generative AI in predicting attrition is a 

powerful tool for HR departments. It can provide 

early insights into potential employee departures, 

allowing organizations to take proactive measures 

to retain valuable talent. However, it is essential to 

approach this application with sensitivity to privacy 

and ethical considerations and to continuously 

refine models based on real-world feedback. 

Role of Generative AI in Global Compensation 

Benchmarking: 

Generative AI can be used in global compensation 

benchmarking is a significant advancement in the 

field of human resources and talent management. 

Compensation benchmarking involves analysing 

and comparing an organization's salary and benefits 

packages to those of other companies in the same 

industry or region to ensure competitiveness and 

attract top talent. Generative AI can enhance this 

process by automating data collection, analysis, and 

generating actionable insights. Here's how 

generative AI can be applied in global 

compensation benchmarking: 

Data Collection and Integration: Generative AI can 

automate the collection of compensation data from 

various sources, including industry surveys, job 

boards, and company reports. It can integrate data 

from diverse formats and structures, making it 

easier to analyse and compare. 

Natural Language Processing (NLP): NLP 

techniques can be used to extract and categorize 

compensation-related information from 

unstructured sources, such as job descriptions, job 

postings, and employee reviews. This helps in 

understanding the nuances of compensation 

practices across different organizations. 

Market Analysis: Generative AI models can analyse 

large datasets to identify compensation trends and 

patterns within specific industries, regions, or job 

roles. It can automatically identify outliers and 

anomalies in compensation data. 

Customized Benchmarking Reports: AI can 

generate customized benchmarking reports for 

organizations, offering insights into how their 

compensation packages compare to industry 

standards. These reports can include 

recommendations for adjusting compensation to 

remain competitive in the talent market. 

Predictive Analytics: Generative AI can incorporate 

predictive analytics to forecast future 

compensation trends based on historical data and 

market indicators. This allows organizations to plan 

for future compensation adjustments proactively. 

Personalized Compensation Recommendations: AI 

can generate personalized compensation 

recommendations for individual employees based 

on their skills, experience, and market conditions. 

This helps HR professionals make data-driven 

decisions during salary negotiations or 

compensation reviews. 

Competitive Advantage: By utilizing generative AI 

in compensation benchmarking, organizations can 

gain a competitive advantage by staying ahead of 

market trends and ensuring they attract and retain 

top talent. 

Efficiency and Accuracy: Automation through 

generative AI reduces the time and effort required 

for manual data collection and analysis, leading to 

more accurate and up-to-date benchmarking 

information. 

Ethical Considerations: Organizations must ensure 

that the use of AI in compensation benchmarking 

adheres to ethical standards and data privacy 

regulations. Protecting sensitive employee 

compensation data is paramount. 

Continuous Monitoring: AI can continuously 

monitor compensation data and market conditions, 

providing real-time updates and recommendations 

as the job market evolves.  

Cost Savings: The automation of compensation 

benchmarking processes can lead to cost savings in 
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terms of time and resources, as HR professionals 

can focus on strategic decision-making. 

Transparency and Explainability: It is essential that 

AI-driven compensation benchmarking models are 

transparent and explainable, allowing HR teams to 

understand how recommendations are generated 

and make informed decisions. 

Generative AI's role in global compensation 

benchmarking streamlines the process, ensures 

data accuracy, and provides organizations with 

valuable insights to make informed decisions about 

compensation practices. However, organizations 

should also consider the ethical and privacy 

implications of using AI in this context and ensure 

that their practices align with industry standards 

and regulations. 

Role of Generative AI in in attracting global talent 

to organizations: 

Generative AI has the potential to play a significant 

role in attracting global talent to organizations. 

Attracting top talent from around the world is a 

crucial goal for many businesses, and generative AI 

can help by enhancing various aspects of the talent 

acquisition process. Here are several ways in which 

generative AI can be utilized in this context: 

Automated Candidate Sourcing: Generative AI can 

automate the process of identifying and sourcing 

potential candidates from a global talent pool. AI-

powered tools can scan resumes, social media 

profiles, and professional networks to find 

candidates with the right skills and experience. 

Personalized Job Recommendations: AI algorithms 

can analyse a candidate's qualifications, 

experience, and preferences to provide 

personalized job recommendations. This 

customization increases the chances of attracting 

candidates who are a good fit for specific roles. 

Multilingual Job Listings: Generative AI can assist in 

translating job listings into multiple languages, 

making them more accessible to a global audience. 

This ensures that language barriers do not hinder 

the attraction of international talent. 

Chatbots for Candidate Engagement: AI-driven 

chatbots can engage with potential candidates 

24/7, answering questions, providing information, 

and guiding them through the application process. 

This level of responsiveness can significantly 

improve the candidate experience. 

Cultural and Diversity Insights: AI can analyse 

candidate data to gain insights into cultural 

backgrounds and diversity. This information can 

help organizations tailor their recruitment 

strategies to attract a more diverse and inclusive 

talent pool. 

Natural Language Processing (NLP) in Job 

Descriptions: AI can optimize job descriptions using 

NLP to make them more appealing to candidates. It 

ensures that job postings are clear, engaging, and 

free from biased language that might deter diverse 

candidates. 

Resume Screening and Ranking: Generative AI can 

rank and assess candidate resumes, highlighting 

those who best match the job requirements. This 

streamlines the initial screening process and saves 

time for recruiters. 

Automated Job Description Generation: 

Generative AI can be employed to create 

compelling and inclusive job descriptions. By 

analysing patterns in successful job postings, the 

technology can help HR professionals generate 

descriptions that attract a diverse pool of qualified 

candidates. 

Personalized Learning and Development Plans: By 

leveraging generative AI, HR can create 

personalized learning and development plans for 

employees based on their roles, career aspirations, 

and performance evaluations. This ensures that 

training programs are tailored to individual needs, 

fostering continuous skill development. 

Workforce Planning and Predictive Analytics: 

Generative AI models can assist HR in predicting 

future workforce needs by analysing historical data. 

This includes forecasting recruitment 

requirements, identifying skill gaps, and planning 

for changes in the organization's structure. 

Bias Detection and Mitigation: Generative AI can 

play a role in detecting and mitigating biases in 

various HR processes, such as resume screening and 

job descriptions. This helps organizations ensure 

fair and unbiased decision-making throughout the 

talent acquisition and management lifecycle. 

Employee Well-being Support: AI-driven chatbots 

or virtual assistants can provide support for 

employee well-being by offering resources, 

information, and assistance with common HR-

related queries. This can contribute to a positive 

and supportive workplace culture. 
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Innovative Employee Engagement Initiatives: 

Generative AI can contribute to the development of 

creative and engaging employee initiatives. For 

example, it can assist in generating content for 

internal communications, newsletters, or 

recognition programs to enhance employee 

engagement. 

Skill Matching and Internal Mobility: Generative AI 

can help identify employees with specific skills that 

match the requirements of internal job openings. 

This promotes internal mobility, allowing 

employees to explore new opportunities within the 

organization based on their skills and aspirations. 

Real-time Performance Feedback: Generative AI-

powered tools can facilitate real-time feedback for 

employees, enabling continuous performance 

monitoring and constructive feedback. This 

supports a culture of continuous improvement and 

development. 

Onboarding Support: Chatbots powered by 

generative AI can guide new employees through 

the onboarding process, providing information 

about company policies, procedures, and culture. 

This enhances the onboarding experience and helps 

new hires integrate more smoothly into the 

organization. 

Predictive Analytics for Talent Attraction: AI can 

analyse historical data to predict which talent 

acquisition strategies are most effective for 

attracting specific types of global talent. This 

enables organizations to allocate resources more 

efficiently. 

Candidate Relationship Management (CRM): AI-

driven CRM systems can maintain and nurture 

relationships with potential candidates over time. 

This helps organizations build talent pipelines and 

engage with candidates when relevant job 

opportunities arise. 

Cross-Border Compliance and Immigration 

Assistance: AI can assist with compliance and 

immigration processes when hiring international 

talent. It helps streamline paperwork and ensures 

that the organization adheres to local laws and 

regulations. 

Data-Driven Decision-Making: AI provides data-

driven insights into the effectiveness of talent 

attraction efforts. Organizations can continuously 

refine their strategies based on real-time data. 

Diverse Talent Pools: AI can help organizations 

identify untapped talent pools, such as candidates 

with unconventional backgrounds or those from 

underrepresented groups. This promotes diversity 

and inclusion in the workforce. 

Generative AI, when integrated into the talent 

acquisition process, can enhance efficiency, 

improve the candidate experience, and increase the 

chances of attracting global talent that aligns with 

an organization's needs and values. However, it is 

essential to use AI responsibly, ensuring that it 

adheres to ethical standards and respects 

candidates' privacy and data protection rights. 

Some interesting use cases: 

➢ Leading Management Consulting company is 

using Generative AI for Market Mapping and 

Business strategy enablement post-first market 

research. 

➢ The largest Beverage Manufacturing company is 

using ChatGPT for enabling Job description, 

Competency description, and Business strategy 

enablement.  

➢ One of the Leading Internet Companies is using 

Generative AI for policy benchmarking and 

Employee engagement survey-related 

processes. 

➢ Generative AI implemented within a talent 

intelligence platform opens up fresh 

possibilities for candidates, employees, and 

contractors, presenting opportunities that may 

not have been readily apparent to them in the 

past, according to Eightfold AI. 

➢ A Leading consulting company is augmenting 

ChatGPT to enhance productivity, efficiency, 

and the pace of innovation. 

➢ Few Market research companies are using 

ChatGPT for Content summarization. 

➢ Internet companies are employing the concept 

of notetaking and proofreading, which can be 

applied for tasks such as active listening, 

summarizing information, organizing data, 

writing, meeting deadlines, handling 

correspondence, and formatting documents. 

➢ Few Tech Startup companies are trying their 

hands on ChatGPT in Quarterly Business review 

format and Management by Objectives formats. 

➢ Fintech Company is using ChatGPT for defining 

pre-screening questions for different job levels. 
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➢ A mid-size Engineering services company is 

using ChatGPT to enable job descriptions and 

elevate the same. 

➢ A Pharma Tech company is using ChatGPT for 

Policy drafts, Legal perspectives, terminologies, 

and most common practices across Industries 

and localities. 

➢ A leading software services company is using 

ChatGPT for Learning Customization 

➢ Interview questions, Meeting Summaries, Job 

Descriptions, and Employee Surveys are a few 

more used cases. 

Moreover, Generative AI’s ChatGPT has the 

potential to impact the employment landscape for 

language translators, although it is improbable that 

it will completely substitute them. AI language 

models can deliver routine translations for 

straightforward or repetitive text, generate basic 

translations for unfamiliar phrases or terms, and 

perform machine translation for languages with a 

scarcity of human translators. 

An effortless way to start is by following these three 

steps Objective, Context and then Format. In a bit 

more elaborative manner it looks something like 

below 

1) Use clear Prompt- Specific and direct prompts 

results in more right responses. 

2) Iterate Questions-Reformulate your question if 

the response is not satisfactory. 

3) Prompt Chaining-Feed the output to first 

prompt 

4) Limit Scope-Keep focus on the exact input 

needed. 

5) Establish Context- Explain the question well to 

get a good response. 

6) Verify Sensitivity- ChatGPT cannot fetch 

personal data as much as you want. 

7) Test Response- Checking the data with other 

sources will help. 

8) Manage Expectation- Few tasks that cannot be 

enabled by ChatGPT should be avoided. 

9) Use Reinforced Learning- Over time the model 

will understand by itself. 

10) Analyse the output – How was the output 

compared to what you had in mind? 

Understanding the desired outcome is crucial, as 

employing appropriate inputs enhances overall 

results. In the realm of artificial intelligence, prompt 

engineering serves as a method to refine language 

models, optimizing their performance for specific 

tasks and desired outputs. Also recognized as 

prompt design, it involves the meticulous 

construction of prompts or inputs for AI models. 

 

Results and Conclusions: Generative AI is a 

breakthrough innovation and while this is in the 

initial stage, but this has the potential to be a 

valuable tool in the field of Human Resources (HR). 

It is natural language processing capabilities and 

conversational abilities make it suitable for a range 

of HR applications. Here are some key takeaways 

about the use of Generative AI in HR 

It is important to note that while Generative AI’s 

ChatGPT can be a valuable tool, it also has 

limitations. It may generate incorrect or biased 

responses, be sensitive to input phrasing, and lack 

the contextual understanding of a human HR 

professional. Ensuring accuracy, mitigating biases, 

and addressing ethical considerations are essential 

when implementing AI models like ChatGPT in HR 

functions. The successful use of Generative AI’s 

ChatGPT in HR depends on careful implementation, 

ongoing monitoring, and alignment with 

organizational aims. Companies should evaluate 

various HR technology solutions, including chatbot 

platforms, to find the most suitable option for their 

specific needs and ensure the responsible use of AI 

in HR practices. 

Also, the Human Resources Artificial Intelligence 

Maturity Model(7 Stage) (Copyright-AIHRMM)  and 

Generative AI Human resources Maturity model(5 

Stage)(Copyright-GAIHRMM) that was created as 

part of literature review will be heavily useful to 

understand the maturity level of the company and 

next level growth mindset in terms of enabling 

Technology in Human Resources. 

 

References: 

[1] Salim Akhtar Sheikh et al (2019) ‘Generative 

model chatbot for Human Resources using 

Deep Learning’, IEEE Explore. [online] 

https://ieeexplore.ieee.org/document/89717

95  

[2] Pawel Korzynski et al.  (2023) ‘Generative 

artificial intelligence as a new context for 

management theories: analysis of ChatGPT’, 

Emerald Insight Journals. Vol 31, Issue 1 

[online]https://www.emerald.com/insight/co

https://ieeexplore.ieee.org/author/37087405205
https://ieeexplore.ieee.org/document/8971795
https://ieeexplore.ieee.org/document/8971795
https://www.emerald.com/insight/search?q=Pawel%20Korzynski
https://www.emerald.com/insight/content/doi/10.1108/CEMJ-02-2023-0091/full/html


 Journal of Harbin Engineering University 

ISSN: 1006-7043 

  

213 
    

Vol 45 No. 5 

May 2024 

ntent/doi/10.1108/CEMJ-02-2023-

0091/full/html  

[3] Renana Peres et al (2023) ‘On ChatGPT and 

beyond How generative artificial intelligence 

may affect research, teaching, and practice’, 

ELSEVIER-International Journal in Research in 

Marketing. Vol 40, Issue 2 [online]  

https://www.sciencedirect.com/science/artic

le/pii/S0167811623000162 

[4] A. Shaji George, A. S. Hovan George (2023) ‘A 

Review of ChatGPT AI's Impact on Several 

Business Sectors’, Partners International 

Universal Journal. Vol 1, No 1 

[online]https://puiij.com/index.php/research

/article/view/11 

[5] Brady D. Lund, Ting Wang  (2023) ‘Chatting 

about ChatGPT: How may AI and GPT impact 

academia and libraries’, Emerald Insight 

Journal. Vol 40, Issue 3 

[online]https://www.emerald.com/insight/co

ntent/doi/10.1108/LHTN-01-2023-

0009/full/html   

[6] David Gefen, Orakwue (Bay) Arinze (2023) 

‘ChatGPT and usurping academic 

authority’.Taylor and Francis Online-Journal of 

Information Technology Application 

Research.Vol 25, 

[online]https://www.tandfonline.com/doi/ful

l/10.1080/15228053.2023.2186629  

[7] Glorin Sebastian (2023) ‘Hello! This is your 

new HR Assistant, ChatGPT! Impact of AI 

Chatbots on Human Resources: A 

Transformative Analysis,’ - SSRN- 

[online]https://papers.ssrn.com/sol3/papers.

cfm?abstract_id=4461474  

[8] Ifta Firdausa Nuzula and Muhammad Miftahul 

Amri (2023) ‘Will ChatGPT bring a New 

Paradigm to HR World? A Critical Opinion 

Article’- Journal of Management Studies and 

Development. Vol 2, No 2 

[online]http://journal.iistr.org/index.php/JMS

D/article/view/316  

[9] John V Pavlic (2023) ‘Collaborating with 

ChatGPT: Considering the Implications of 

Generative Artificial Intelligence for 

Journalism and Media Education’, Sage 

Journals.Vol 78, Issue 1 [online] 

https://journals.sagepub.com/doi/abs/10.11

77/10776958221149577 

[10] Jinbo Zhou and Weiren Cen (2023) ‘Design and 

Application Research of a Digital Human 

Resource Management Platform based on 

ChatGPT’, – Century Science Publishing. Vol 2, 

No 7 [online] 

http://centuryscipub.com/index.php/jtpss/ar

ticle/view/185  

[11] Junaid Qadir (2023) ‘Engineering Education in 

the Era of ChatGPT: Promise and Pitfalls of 

Generative AI for Education’, -IEEE Explore. 

[online] 

https://ieeexplore.ieee.org/abstract/docume

nt/10125121  

[12] Lingjiao Chen et al. (2023) ‘How Is ChatGPT’s 

Behaviour Changing over Time?’, Cornell 

University. Vol 1, [online]  

https://arxiv.org/abs/2307.09009  

[13] Lan Chen, et al. (2023) ‘The Future of ChatGPT-

enabled Labor Market: A Preliminary 

Study’,Cornell University. Vol 1, [online] 

https://arxiv.org/abs/2304.09823  

[14] Marlene Silva and Daniela Costa (2023) ‘Chat 

GPT and Human Resource Management' P. 

Porto-Digitalization & Technology [online] 

https://parc.ipp.pt/index.php/iirh/article/vie

w/5274  

[15] Pawan Budhwar et al. ‘Human resource 

management in the age of generative artificial 

intelligence: Perspectives and research 

directions on ChatGPT,’ Wiley Online Library. 

Vol 33, Issue 3 [online] 

https://onlinelibrary.wiley.com/doi/full/10.1

111/1748-8583.12524  

[16] Anna Baczynska (2023) ‘Navigating leadership 

challenges with technology: Uncovering the 

potential of ChatGPT, virtual reality, human 

capital management systems, robotic process 

automation, and social media’, International 

Entrepreneurship Review -Cracow University 

of Economics. Vol 9, No 2 

[online]https://ier.uek.krakow.pl/index.php/

pm/article/view/2172  

[17] Sai Vemprala et al. (2023) ‘ChatGPT for 

Robotics: Design Principles and Model 

Abilities’, Cornell University. Vol 1 [online]  

https://arxiv.org/abs/2306.17582 Views of 

Sam Altman – CEO of Open AI (2023)- Inputs 

from ABC news 

https://abcnews.go.com/Technology/openai-

https://www.emerald.com/insight/content/doi/10.1108/CEMJ-02-2023-0091/full/html
https://www.emerald.com/insight/content/doi/10.1108/CEMJ-02-2023-0091/full/html
https://www.sciencedirect.com/science/article/pii/S0167811623000162
https://www.sciencedirect.com/science/article/pii/S0167811623000162
https://puiij.com/index.php/research/article/view/11
https://puiij.com/index.php/research/article/view/11
https://www.emerald.com/insight/search?q=Brady%20D.%20Lund
https://www.emerald.com/insight/search?q=Ting%20Wang
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://www.tandfonline.com/author/Gefen%2C+David
https://www.tandfonline.com/author/Arinze%2C+Orakwue+Bay
https://www.tandfonline.com/doi/full/10.1080/15228053.2023.2186629
https://www.tandfonline.com/doi/full/10.1080/15228053.2023.2186629
https://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=3060840
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4461474
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4461474
http://journal.iistr.org/index.php/JMSD/article/view/316
http://journal.iistr.org/index.php/JMSD/article/view/316
https://journals.sagepub.com/doi/abs/10.1177/10776958221149577
https://journals.sagepub.com/doi/abs/10.1177/10776958221149577
http://centuryscipub.com/index.php/jtpss/article/view/185
http://centuryscipub.com/index.php/jtpss/article/view/185
https://ieeexplore.ieee.org/author/37298438800
https://ieeexplore.ieee.org/abstract/document/10125121
https://ieeexplore.ieee.org/abstract/document/10125121
https://arxiv.org/abs/2307.09009
https://arxiv.org/search/cs?searchtype=author&query=Chen%2C+L
https://arxiv.org/abs/2304.09823
https://parc.ipp.pt/index.php/iirh/article/view/5274
https://parc.ipp.pt/index.php/iirh/article/view/5274
https://onlinelibrary.wiley.com/authored-by/Budhwar/Pawan
https://onlinelibrary.wiley.com/doi/full/10.1111/1748-8583.12524
https://onlinelibrary.wiley.com/doi/full/10.1111/1748-8583.12524
https://ier.uek.krakow.pl/index.php/pm/article/view/2172#tab-details
https://ier.uek.krakow.pl/index.php/pm/article/view/2172
https://ier.uek.krakow.pl/index.php/pm/article/view/2172
https://arxiv.org/abs/2306.17582
https://abcnews.go.com/Technology/openai-ceo-sam-altman-ai-reshape-society-acknowledges/story?id=97897122


 Journal of Harbin Engineering University 

ISSN: 1006-7043 

  

214 
    

Vol 45 No. 5 

May 2024 

ceo-sam-altman-ai-reshape-society-

acknowledges/story?id=97897122  

[18] Views of Sundar Pichai- CEO Google- Inputs 

from Livemint 

[19] https://www.livemint.com/technology/tech-

news/what-google-ceo-sundar-pichai-said-

about-software-engineers-losing-jobs-due-to-

chatgpt-like-tools-11680777309877.html 

[20] Views of Satya Nadella- CEO of Microsoft – 

Inputs from 

MoneyControlhttps://www.moneycontrol.co

m/news/trends/satya-nadella-on-how-

chatgpt-is-helping-people-in-rural-india-

watch-9900091.html   

 

https://abcnews.go.com/Technology/openai-ceo-sam-altman-ai-reshape-society-acknowledges/story?id=97897122
https://abcnews.go.com/Technology/openai-ceo-sam-altman-ai-reshape-society-acknowledges/story?id=97897122
https://www.livemint.com/technology/tech-news/what-google-ceo-sundar-pichai-said-about-software-engineers-losing-jobs-due-to-chatgpt-like-tools-11680777309877.html
https://www.livemint.com/technology/tech-news/what-google-ceo-sundar-pichai-said-about-software-engineers-losing-jobs-due-to-chatgpt-like-tools-11680777309877.html
https://www.livemint.com/technology/tech-news/what-google-ceo-sundar-pichai-said-about-software-engineers-losing-jobs-due-to-chatgpt-like-tools-11680777309877.html
https://www.livemint.com/technology/tech-news/what-google-ceo-sundar-pichai-said-about-software-engineers-losing-jobs-due-to-chatgpt-like-tools-11680777309877.html
https://www.moneycontrol.com/news/trends/satya-nadella-on-how-chatgpt-is-helping-people-in-rural-india-watch-9900091.html
https://www.moneycontrol.com/news/trends/satya-nadella-on-how-chatgpt-is-helping-people-in-rural-india-watch-9900091.html
https://www.moneycontrol.com/news/trends/satya-nadella-on-how-chatgpt-is-helping-people-in-rural-india-watch-9900091.html
https://www.moneycontrol.com/news/trends/satya-nadella-on-how-chatgpt-is-helping-people-in-rural-india-watch-9900091.html

