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Abstract 

Random multimodal deep learning analyzes multiple platforms of information including social media content and text 

along with pictures and audio to recognize depression symptoms and emotional expressions in social media 

interactions. This method analyzes different social media datasets including text images and audio to achieve emotion 

detection and mental health diagnosis purposes. The aim is to evaluate emotional states along with mental health 

conditions through analyzing and unifying text, image, and audio data obtained from social media platforms. BAF bias-

aware filtering works by lowering biases in text as well as image and audio data which results in reliable prediction 

outcomes. Within the framework, Dynamic Neural Architecture Search (DNAS) performs automated neural network 

architecture searches which enables improved model performance because it adapts to complex data variety. Through 

the simulation of gorilla troop cooperation in the Gorilla Troop Optimizer (GTO), users gain better accuracy and 

efficiency when processing complex multimodal data. A dropout rate of 80% together with a batch size of 85% and a 

learning rate of 80% combined with a loss function of 85% leads to the highest measured results according to test results 

through Python software implementation. This future technique has prospects to enhance model precision through 

improved resources and develop time-sensitive mental health detection systems using varied information sources. 

 

Keywords: Gorilla Troop Optimizer, Bias Aware Filtering, Dynamic Neural Architecture Search, Sentiment Analysis, 
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1. Introduction 

Social media serves as a primary communication tool 

for millions, making sentiment analysis and mental 

health monitoring essential [1-2]. Users share problems 

publicly, creating opportunities for emotional state 

evaluation. This paper presents random multimodal 

deep learning to enhance sentiment analysis and 

depression recognition from social media texts [3-4]. 

Existing methods often overlook contextual multimodal 

data, including images, videos, and metadata. 

Detecting depressive sentiments is challenging as 

emotions are expressed through both text and visuals 

[5-6]. Current models struggle to identify subtle 

emotional conditions. Research highlights the need for 

comprehensive approaches using social media data [7-

8]. This study aims to develop a random multimodal DL 

framework that integrates text, images, and metadata 

to improve depression diagnosis [9-10]. Random 

sampling enhances data diversity and reveals complex 

interrelationships. The study's objectives are to (1) 

optimize depression detection by analyzing multiple 

data sources, (2) explore how text and visuals convey 

emotions, and (3) create a flexible platform for multiple 

social media networks. 

Rising mental health issues among younger age groups 

drive this research [11-12]. Technology aids in early 

depression detection. This study develops a data 

analysis model using multidimensional information to 

address industry gaps [13-14]. It supports public health 

planners, reduces DE discrimination, and promotes 

better programs. Random multimodal DL methods 

achieve 91% accuracy in depressive sentiment 

detection [15-16], integrating text, images, and 

metadata to interpret user emotions. Contextual 

elements like posting time and content type 

significantly influence sentiment analysis. Random 

sampling improves data diversity, enhancing training 

quality [19-20]. The solution aims to boost depression 
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detection and empower mental health management. 

The combined textual and visual approach enhances 

emotional complexity analysis. Performance metrics 

like accuracy and F1-score validate the model's 

effectiveness. The paper is structured into five sections: 

a literature review (Section 2), proposed technique 

(Section 3), results analysis (Section 4), and conclusion 

(Section 5). 

2. Literature Survey 

The review of scholarly work explores multiple 

approaches in deep learning for analyzing sentiment 

and recognizing depression from social media content. 

Jain et al. [21] developed a multi-channel artificial 

intelligence system that joined textual content with 

visual data but without audio processing capabilities 

leading to 89% precision throughout platform analysis 

but excluding TikTok assessment. The study of Patel et 

al. [22] used random sampling techniques to boost their 

dataset heterogeneity while reaching 92% accuracy 

although they disregarded sentiment changes across 

different times. Ali et al. [23] created a three-layer 

hierarchical system with text integration image 

capabilities and user interaction elements which 

produced 90% accuracy results but lacked general 

applicability. The research of Zhao et al. [24] combined 

audio content with text and images to achieve 93% 

accuracy yet failed to address noise issues that might 

reduce system reliability. 

The authors in Srinivasan et al. [25] applied transfer 

learning methods to multimodal sentiment analysis yet 

achieved 91% accuracy with pre-trained text and visual 

models but provided no decision interpretation. Bilder 

Nair et al. [26] implemented multimodal model 

ensembling to reach 94% accuracy which showed 

limitations when applied to real-time systems. The 

detection of sentiment improved through using 

contextual information which generated 88% detection 

accuracy while ignoring user demographic data 

according to Chen et al. [27]. Fernandez et al. [28] 

constructed an MSA framework to detect depression-

related posts containing sarcasm with 90% accuracy 

while they recognized the need to enhance their model 

for recognizing visual sarcasm. The depression-

monitoring system developed by Singh et al. [29] 

reached a 92% accuracy level yet did not address 

privacy and consent requirements. The work of Khan et 

al. [30] involved applying GANs to boost sentiment 

analysis which resulted in a 91% accuracy level while 

raising questions about fake data authenticity. 

3. Proposed Research Methodology 

The sentimentality study and depression detection 

employ a random MDL method. Ancestored data from 

multiple social media resources using APIs allows 

researchers to collect a wide-ranging dataset with 

sentiment and depression annotation. The first stage 

will pre-process data through text cleaning followed by 

normalization procedures and image resizing then both 

modalities will be properly aligned for joint evaluation.  

The text embedding technique BERT will combine with 

image features for feature extraction. This approach 

builds its methodology through deep learning 

architecture implementations which unite the featured 

elements through early and late fusion methods. The 

method will distribute the data into three separate set 

groups for preparation, authentication, and trial before 

optimizing the model through appropriate loss 

functions with accuracy and F1-score evaluation 

metrics. The user-friendly interface design alongside 

continuous data learning functionality will be 

implemented with proper ethical measures for data 

privacy protection and bias prevention. 
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Figure 1: Block Diagram of the Proposed Work 

The systematic process of handling data which moves 

from collection to analysis within a multimodal deep-

learning framework for detecting depression and 

sentiment appears in Figure 1. User-generated content 

is collected from Twitter and Instagram platforms 

during Data Collection before moving on to Textual and 

visual information along with metadata. The Data Pre-

processing stage maintains data purity by performing 

several steps such as normalization and augmentation 

before analysis. The following step called Feature 

Extraction generates important representations from 

text sign embeddings which include BERT alongside 

images. Sentiment Analysis forms the core element of 



 
 
 

571 

Journal of Harbin Engineering University 

ISSN: 1006-7043 

Vol 46 No. 5 

May 2025 

 

the framework through DNAS technology that 

measures post-emotional states yet Depression 

Detection analyzes both textual and visual measures to 

spot mental health dangers. Random Multimodal Deep 

Learning uses several diverse neural network 

architectures to enhance presentation quality while 

increasing robustness which results in more precise 

sentiment and depression analysis. 

Data Collection 

A multimodal DL framework needs proper data 

collection methods to analyze sentiment and detect 

depression effectively. The Sentiment140 dataset 

available on Kaggle contains more than 1.6 million 

tweets along with their positive, negative, and neutral 

classifications which function as the main text 

database. The text analysis extracts emotional signals 

but visual data from either Instagram or Twitter allows 

for an expanded emotional detection process. Twitter 

provides brief sentiment markers that support 

Instagram's emotional depth through image content. 

User data and metadata are stored together with 

timestamps text visuals and user activities in this 

dataset structure. The research team must follow 

GDPR, CCPA, and platform data usage policies as part of 

ethical data management. Research activities demand 

user data anonymization and proper permission 

acquisition to defend privacy and avoid discrimination 

of users. Research becomes more credible through this 

approach which protects user privacy. 

Table 1: Data Collection for Multimodal Deep 

Learning in Sentimentality and Depression Detection 

 Description 
Quantitative 

Value 

Dataset Source 

Sentiment140 

dataset on 

Kaggle, 

combined with 

visual content 

from Twitter 

and Instagram. 

1.6 million 

tweets 

Tweet Labels 

Labels for 

sentiment 

analysis: 

Positive, 

Negative, 

Neutral 

Positive, 

Negative, 

Neutral 

Text Data 

Several tweets 

contain 

sentiment 

indicators. 

1.6 million 

tweets 

Visual Content 

Images from 

platforms like 

Instagram 

reflect 

emotional 

contexts. 

Data collected 

from Instagram 

posts 

Data Types 

Types of data 

collected for 

analysis. 

Text, Visual 

(images), 

Metadata 

Metadata 

Additional data 

elements 

accompany text 

and visual 

content. 

Timestamps, 

User 

Engagement 

Metrics, 

Demographics 

Ethical 

Considerations 

Legal 

compliance 

with privacy 

laws and 

platform 

policies. 

GDPR, CCPA, 

Data 

anonymization 

Key Metrics 

Performance 

evaluation of 

the model. 

Accuracy, F1-

score 

Table 1 demonstrates that the Sentiment140 dataset 

on Kaggle serves as the source of data for this research 

with its 1.6 million tweets classified as Positive, 

Negative, and Neutral. Research data drawn from the 

Sentiment140 Kaggle dataset will be examined 

together with visual data obtained from Twitter along 

Instagram where user-shared images bear emotional 

significance. The database will merge text content with 

visual materials and add information about timestamps 

together with user engagement metrics and 

demographic user statistics. The ethical protocols 

require steps to maintain GDPR and CCPA privacy 

standards and to use anonymization techniques on user 

information. The evaluation of the model will utilize 

accuracy ratings as well as F1-score metrics to 

determine performance results. 

Data Pre-Processing 

A deep-learning analysis framework needs information 

pre-processing to evaluate both image and text 

ingredients. Processors normalize text data by 
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tokenizing it into words followed by stop word 

elimination which preserves both emotional intent and 

special characters and emojis. The dimension 

consistency of image data results from normalization 

processes combined with resizing techniques which 

also boost dataset diversity through various image 

transformations. BAFT technology used by the 

Breastfeeding and Lactation Department lets users 

analyze social media sentiments more effectively while 

detecting depression while achieving unbiased 

prediction capabilities and safeguarding system 

security and privacy to enable customized solutions. 

The analytical techniques produce evaluations of 

emotions that are more exact. The first development 

phase includes sentiment evaluation 

(positive/negative/neutral) and depression level 

categorization through post-annotation procedures. 

Before the extraction process begins pre-processing 

occurs which uses Word2Vec GloVe and BERT 

embeddings to represent text information. Each input 

features use VGG16 or ResNet to extract the image 

features which search for sentiment indicators 

alongside depression indicators in the data.  

Bias-Aware Filtering Techniques (BAFT) 

Through random multimodal deep learning along with 

bias-aware filtering methods and despair finding the 

system reduces biased data elements to produce fair 

precise model predictions. Social media data contains 

demographic biases and language variations in addition 

to cultural differences which limit how different groups 

can generalize their results. Documents containing 

biased content can be detected for filtering through 

this method to stop biased information from affecting 

the training phase. Through analysis, all forms of data 

are assessed for biased content within text imagery and 

audio to establish model competence with 

unprejudiced and unbiased information. During testing 

the method enforces customized weight manipulations 

to minority group data entries to stop biased inputs 

from damaging assessment results. The bias 

elimination in the filtering step leads to enhanced 

model emotional state recognition performance but 

does not create added support for any particular 

groups. The bias-aware filter system enables the 

detection of depression symptoms by the model 

through multiple pathways while shielding from user 

background elements along with language variations. 

The use of this approach enables reliable mental health 

assessments and unbiased depression indicator and 

sentiment analysis leading to an improved system 

precision and inclusivity. 

The Bias-aware Filtering technique reduces data bias 

during model training processes for random 

multimodal deep learning approaches in sentimentality 

examination and depression detection. The detection 

of bias provides data about group imbalances through 

representation analysis which rebalances the training 

process for the model. During these calculations bias 

identification occurs by analyzing the frequencies of 

multiple groups such as gender age and ethnicity 

distributions. Data points obtain their bias values 

through comparison between the total group 

distribution and the frequency of their specific group 

across all groups in the dataset. 

𝐵(𝑑𝑖)  =  
𝑐𝑜𝑢𝑛𝑡(𝑔𝑟𝑜𝑢𝑝(𝑑𝑖))

𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎𝑙𝑙 𝑔𝑟𝑜𝑢𝑝𝑠
                           (1) 

Where, 𝑐𝑜𝑢𝑛𝑡(𝑔𝑟𝑜𝑢𝑝(𝑑𝑖)) is the total of the specific 

group (e.g., male, female). ∑ 𝑐𝑜𝑢𝑛𝑡(𝑔𝑟𝑜𝑢𝑝(𝑑𝑗))𝑛
𝑗=1  is 

the total count of all groups in the dataset. After 

detecting bias, each data point is reweighted to correct 

for overrepresentation or underrepresentation. The 

new weight for each data point is calculated using the 

inverse of the detected bias, with a small constant to 

avoid division by zero. 

𝑤𝑖 =
1

𝐵(𝑑𝑖) + 𝜖
                                                                             (2) 

Where 𝜖 is a lesser persistent to evade division by zero, 

higher values of 𝐵(𝑑𝑖) indicate less bias, leading to 

lower weights and reduced influence from 

overrepresented groups. To incorporate the 

reweighted data, the loss function is adjusted. This 

ensures that data points with higher bias have less 

influence on model training. 

𝐿𝑏𝑖𝑎𝑠 =  
1

𝑛
∑ 𝑤𝑖 . 𝐿(𝑦𝑖 , 𝑦̂𝑖)

𝑛
𝑖=1                                                    (3) 

Where 𝐿(𝑦𝑖 , 𝑦̂𝑖) represents the original loss function. 

𝑤𝑖  is the adjusted weight for each data point. In the 

backpropagation step, the gradient update rule is 

modified to account for the new weights. The adjusted 

gradient is calculated as follows: 

∇𝜃𝐿𝑏𝑖𝑎𝑠 =
1

𝑛
∑ 𝑤𝑖 . ∇𝜃𝐿(𝑦𝑖 , 𝑦̂𝑖)𝑛

𝑖=1                                           (4) 

Where, ∇𝜃𝐿(𝑦𝑖 , 𝑦̂𝑖) represents the gradient of the 

original loss function. The weight 𝑤𝑖  helps to adjust the 

influence of each data point's gradient during 

optimization. The updated loss function and gradient 

calculations ensure that bias is minimized during 

training, leading to fairer and more accurate 
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Figure 2: Bias Aware Filtering Technique 

The bias-aware filtering approach for 

sentimentalitystudy and depression detection with 

random multimodal deep learning follows the process 

shown in Figure 2. Starting from Start, the entire 

method begins its operation. The subsequent stage is 

Data Collection in which social media data related to 

text imagery and audio are collected for analysis 

through multiple modes. Data collection leads to Define 

Filtering Criteria to establish protocols that detect 

biases in the data. Social media content contains 

different types of biases which can appear as linguistic 

patterns together with emotional displays and 

statistical group characteristics. The defined filtering 

criteria enable the process to adjust or eliminate biased 

data thereby improving both fairness and predictive 

accuracy of the model. The data undergoes Filtering 

Process execution through which it is processed and 

filtered according to the defined criteria. The design 

framework helps remove potential biases that create 

obstacles to the depression and sentiment detection 

capabilities of the model. The deep learning model 

receives processed data during Model Training before 

it sequences the patterns connecting sentiment 

directions with depression signals. After model 

completion, the Placement stage begins allowing real-

time deployment of the model into applications that 

perform both sentiment analysis and depression 

detection tasks. The process reaches its end which 

results in the conclusion of the bias-aware filtering 

method thereby ensuring exact and precise sentiment 

analysis and depression detection.  

Sentiment Analysis in Social Media Posts 

Detecting depression in users requires analyzing their 

expressed emotions through sentimentality study 

because it reveals their emotional state. The complexity 

of multimodal data becomes easier to analyze through 

DNAS because it allows the detection of optimized 

neural network structures which lead to superior 

sentiment analysis results and despair identification 

alongside resource-efficient operation. A multi-modal 

deep learning approach will enhance the analysis by 

combining programs, graphical materials, and 

situation-based data. NLP techniques review sentiment 

through the analysis of chosen words together with 

context-related sentiments and phrase patterns. Extra 

expressive features within visual data components such 

as images alongside emojis help improve 

comprehension between analysts and receivers. The 

coexistence of positive textual content may get 

disturbed by images which express either sadness or 

distress. The framework brings together textual 

evaluation and visual data to create more detailed and 

precise detection of user emotion states which results 

in better depression diagnosis and understanding of 

public mood regarding mental health. 

Dynamic Neural Architecture Search (DNAS) 

The framework uses DNAS as its sentimentalitystudy 

method for random multimodal deep learning. Through 

DNAS users can automate the search for perfect neural 

network designs by adapting model architectures 

according to information environment requirements. 

DNAS functions in sentiment evaluation through social 

media posts because it selects the most suitable 

processing structure for heterogeneous information 

elements including text alongside images and audio. 

The network design under this technique changes 

during training by testing several configurations that 

include layer numbers and activation functions along 

with neuron connectivity. DNAS adjusts the model 

structure to tackle processing challenges which in turn 

improves its capabilities for sensing emotions in social 

media posts. The depression detection process allows 

DNAS to access a mechanism of adaptation through 

which the model learns new patterns in data while 

enhancing its detection skills over time. The 

improvement in prediction accuracy of mental and 

emotional states becomes possible through this 
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process. Employing DNAS enables the model to process 

difficult social media posts more efficiently which leads 

to superior sentiment analysis and better detection of 

depression along with additional emotional indicators. 

The utilization of DNAS in sentiment analysis and 

depression detection through random multimodal 

deep learning optimizes neural network structures that 

process diverse input data including text together with 

imageries and audio. The method automates the 

process to identify optimal NNA components thus 

improving both operational model speed and 

effectiveness. DNA's automated method proposes 

optimal neural network architecture structures to 

enhance model operation effectiveness while 

processing combination data sets comprising text 

documents with images alongside audio during 

sentiment analysis and depression detection 

operations. This section presents the computations 

that govern DNAS: The first step includes representing 

neural networks through nodes which indicate layers 

with edges showing data movement between layers. 

Architecture A consists of a set of parameters 

(𝑝1, 𝑝2, . . . , 𝑝𝑘) for each layer. 

𝐴 = 𝑝1 , 𝑝2, . . . , 𝑝𝑘                                                           (5) 

Where 𝑝𝑖  Includes details like layer type, number of 

units, and activation functions. Each architecture 𝐴 is 

evaluated and created on its presentation, using an 

objective function 𝐽(𝐴), which is associated with the 

model’s accuracy on the validation set. This is 

represented as: 

𝐽(𝐴)  =  
1

𝑁
∑ 𝐿(𝑦𝑖 , 𝑦̂𝑖; 𝐴)𝑁

𝑖=1                                                     (6) 

Where 𝐿(𝑦𝑖 , 𝑦̂𝑖;  𝐴) is the loss function for the 𝑖-th data 

point, with 𝑦𝑖  being the true label and ̂ the predicted 

label for architecture 𝐴. 𝑁 is the number of validation 

samples. RL is employed to navigate through the 

architecture search space by adjusting the architecture 

parameters based on trial results. The reward 𝑅 for an 

architecture is given by: 

𝑅 =  𝑅(𝐴)  =  −𝐽(𝐴)                                                              (7) 

Where 𝑅(𝐴) is the reward (maximized accuracy or 

minimized loss). The objective is to minimize the loss, 

so the reward corresponds to the destruction. Policy 

gradients are used to refine the architecture selection 

process. The policy update rule is: 

𝜋′ =  𝜋 −  𝜂 ∇𝜋  𝔼[𝑅]                                                              (8) 

Where 𝜂 is the learning rate for updates. 𝔼[𝑅] 

represents the expected reward from evaluating a 

batch of architectures. To evade overfitting and 

improve efficiency, early stopping is applied based on 

validation performance. The stopping criterion 𝑆 is: 

𝑆 =  𝕀(𝐽(𝐴𝑡+1 −  𝐽(𝐴𝑡)  <  𝛿)                                              (9) 

Where 𝕀 is the indicator function that checks if the loss 

improvement between two consecutive architectures 

𝐴𝑡 and 𝐴𝑡+1 is less than a threshold 𝛿. DNAS facilitates 

efficient exploration of potential neural architectures, 

ensuring the selection of the utmost active for 

sentimentalitystudy and depression detection. This 

results in better accuracy, faster convergence, and 

more efficient processing of complex multimodal data. 

Search 

Method

Searched 

Architecture Evaluation

No

YesSearch 

Space

Good 

Enough
Optimal 

Architecture

 

Figure 3: Dynamic Neural Architecture Search 

The flow of DNAS for sentiment analysis and depression 

detection in social media posts through random 

multimodal deep learning appears in Figure 3. The 

procedure begins by defining multiple neural network 

architectures through Search Space which includes 

varying configuration options for network layers as well 

as neurons and activation functions. The examineable 

architectures for both sentimentality study and 

depression detection include potential solutions that 

handle combinations of text content along with 

imageries and audio features. The Search Method 

starts after the Search Space completes because an 

optimization technique needs to be deployed. RL or EA 

serves as testing methods that use iterative processes 

to find promising model structures that evaluate their 

ability to detect sentiment alongside depression 

indicators in social media data. The selection process 

reveals a particular neural network topology as the 

Searched Architecture from among the assessed 

options in the search space. Researchers evaluate the 

architectural design by training it using multimodal 

data to determine its capability in social media post-

sentiment analysis and depression signal detection. 

After evaluation of the process determine whether the 

architectural design fulfills the intended requirements 
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as it gets marked Good Enough. Once the architecture 

accomplishes the required performance standards it 

becomes the final selection as Optimal Architecture. 

The search Method maintains its exploration of 

different configurations to find the optimal solution 

until it completes a successful evaluation.  

Depression Detection in Social Media Posts 

Multi-modal deep learning methodologies use 

depression detection in social media posts as a method 

to find people facing mental health risks. The analysis 

combines text elements with visual content to detect 

depression symptoms that the naked eye cannot 

detect. Your analysis must look for negative language 

and statements of melancholy conditions together with 

frequent references to feelings of loneliness and 

hopeless thoughts. Visual postings containing single-

person images along with emojis help users express 

emotional content since pictures of solitary figures 

reinforce texts showing loneliness. Random 

Multimodal Deep Learning uses GTO to optimize model 

parameters and hyperparameters for better sentiment 

analysis and dejection recognition. The system seeks to 

enhance emotional assessment accuracy alongside 

strength in handling numerous data types. These 

multiple data inputs unite into an enhanced user 

emotional profile according to the framework's design. 

The strictness of depressive indicators can be 

categorized by advanced machine learning algorithms 

which enables faster access to necessary intervention 

and support. The method works to develop a mental 

health understanding of social media environments so 

outreach and assistance methods can become more 

successful.  

Gorilla Troop Optimizer (GTO) 

The Gorilla Troop Optimizer stands as a new 

optimization method that scientists utilize for 

sentimentality assessment and despair recognition 

using random multimodal deep learning systems. The 

optimization method adopts behavioral principles from 

gorilla troop collaboration which helps members work 

towards unified targets. The cooperative behavior 

observed by gorilla troops serves as inspiration for the 

Gorilla Troop Optimizer in deep learning which helps 

optimization through unified component collaboration 

in answer discovery. This optimizer improves model 

performance in sentimentalitystudy and depression 

detection by using adjustable weights and parameters 

through an approach that speeds up convergence 

avoidance of local minima. The approach uses many 

"troops" of prospective solutions to perform combined 

searches for locating optimal parameters across the full 

spectrum of possibilities. By working together this 

approach permits complex model improvement when 

processing information combinations including text 

with imagery and audio. Research benefits from the 

application of Gorilla Troop Optimizer because it 

enables improved precision and effectiveness when 

detecting mental and emotional indicators in social 

media content. The model optimization technique 

developed through this approach strengthens the 

capacity of the predictive model to process intricate 

data thus generating better outcomes and more 

trustworthy mental health monitoring systems. 

Table 2: Algorithm for Gorilla Troop Optimizer 

Algorithm 1: Gorilla Troop Optimizer 

Step 1: Initialize Gorilla Troop Population: 

Assign initial positions for each member in the 

search space. 

Fixed the number of members in the population. 

Define the hyperparameter bounds for each 

member. 

Step 2: Evaluate Fitness: 

Calculate the model's performance (e.g., accuracy, 

loss) for each member. 

Rank the members based on their fitness scores. 

Select the top-performing members to guide future 

updates. 

Step 3: Social Interaction and Update: 

Identify the best-performing members of the troop. 

Update each member’s position based on the 

difference from the best members. 

Ensure the updated positions stay within the defined 

hyperparameter bounds. 

Step 4: Exploration and Exploitation: 

Apply a random factor to introduce exploration. 

Adjust positions to exploit the best-performing 

positions found. 

Reassess the equilibrium between examination and 

utilization. 
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Step 5: Convergence Check: 

Check if the fitness of the best member surpasses a 

predefined threshold. 

Monitor for stagnation in performance over multiple 

iterations. 

Stop if no significant improvement is observed after 

several iterations. 

Step 6: Return Best Solution: 

Return the hyperparameters of the best-performing 

member. 

Validate the best solution by running the final model 

evaluation. 

A detailed breakdown of the process for 

hyperparameter optimization through random 

multimodal deep learning with Gorilla Troop Optimizer 

exists in Table 2. The first step contains two 

components to begin the gorilla troop population 

through random position allocation to each member 

while defining member count and parameter range 

boundaries. The model performance evaluation 

determines the fitness level of each member through 

examination of detection metrics such as accuracy or 

loss for depression identification. The best-performing 

team members get selected through fitness ranking for 

additional improvements before the next round. In this 

stage of the social interaction process, the best-

performing individuals guide position modifications for 

others based on their distinguished performance. The 

system of Step 4 enables both regional exploration 

through random factors and solution refinement 

through the identification of optimal results. Procedure 

Step 5 utilizes two termination criteria to determine 

convergence through both the surpassing of set 

performance thresholds by the best member and 

multiple consecutive iterations without improvement. 

Step 6 retrieves the best hyperparameter set from the 

best member by performing model evaluation which 

achieves accurate despair recognition. 

Start

Initialize the 

Gorilla 

Population

Calculate the 

Gorilla Fitness 

Function

Update the 

Position of 

Gorillas

Calculate the 

Fitness values

Update New 

Positions

Return Best 

Solution

Stop

Gorilla 

Troop 

Optimization

 

Figure 4: Gorilla Troop Optimizer 

Figure 4 demonstrates the steps taken by the Gorilla 

Troop Optimizer algorithm when performing despair 

recognition through random multimodal deep learning. 

The procedural start announces initialization for all the 

following steps. A random distribution of positioning 

occurs in the Initialize Gorilla Population where each 

gorilla receives distinct hyperparameter configurations 

within the specified search area for the deep learning 

model used in sentimentalitystudy and depression 

detection. Performance evaluation for gorillas depends 

on their ability to identify despair through the Gorilla 

Fitness Function evaluation process. The presentation 

metrics of accuracy loss or F1 score determine how 

fitness measurements are evaluated during the 

process. The Positions of Gorillas will receive 

modifications based on the performance results of 

leading individuals this enables the discovery of fresh 

answer potential.  The Fitness Values are calculated 

using the updated positions to assess their impact on 

detecting depression according to evaluation criteria.  

The Update New Positions function improves the gorilla 

positions. Despite other algorithms, the Best Solutions 

algorithm enables users to find the most optimized 

deep learning model hyperparameters during its 

operation. The algorithm terminates when the 

convergence conditions give their approval indicating 

the endpoint of accurate despair recognition 

optimization.  

Random Multimodal Deep Learning  

DL implementation through random multimodal 

models combines numerous neural networks that 

handle diverse information types including text along 

with images and data for enhancing depression 
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identification along with sentiment analysis. Using this 

method enables the drawing of strength from multiple 

different models while selecting various structure types 

during training to improve performance alongside 

reducing overfitting. Using text analysis and visual 

aspect evaluation together allows the framework to 

detect refined emotional indicators that appear in 

social media environments. The combination of AM 

techniques with ensemble methods allows the model 

to direct itself toward important features and produce 

more reliable results through forecasting from different 

models. The random data analysis strengthens user 

sentiment representation and improves depression 

sign detections that are eliminated by single-modal 

assessment methods. Total accuracy and reliability of 

mental health assessments obtained from digital 

communication channels need improvement. 

4. Experimentation and Result Discussion 

The identification and assessment of sentimentality 

and despair through random multimodal deep learning 

requires a thorough evaluation of numerous 

performance metrics. A combination of text along with 

images and audio information enhances detection 

results because it provides better thorough recognition 

of emotional and mental health conditions. To enhance 

model performance and handle diverse data 

complications the methods of bias-aware filtering, 

DNAS, and Gorilla Troop Optimizer are employed. The 

study evaluates the emotional cue and depression 

signal recognition abilities of the model by conducting 

experiments that compare its performance against 

various established methods. Multi-modality deep 

learning models achieve higher accuracy levels and 

greater measurement strength than single-modality 

models do. 

 

Figure 5: Sentiment Distribution in the Dataset 

Figure 5 shows the sentiment distribution pattern in the 

dataset where negative and positive sentiments appear 

almost equivalent. One million two hundred and eighty 

thousand rows make up the total dataset consisting of 

six hundred forty thousand negative cases and the 

same number of positive cases. The dataset maintains 

equilibrium through an equal distribution of data 

points. The number of negative entries amounts to 

640,000 within the 0 to 700,000 range indicating that 

negative sentiments remain continuously present 

throughout the dataset. During the same timeframe, 

positive sentiments maintain a total count of 640000 

which equates to the magnitude of positive textual 

records. The equal distribution stands as an important 

measure since it avoids unbalanced sentiment 

dominance. The balanced representation ensures the 

ML models receive data that lacks sentiment-type bias 

during training. Figure 5 shows that these balanced 

datasets preserve equilibrium to produce accurate and 

unbiased models that benefit sentiment classification 

applications and feature selection and text examination 

since these tasks need processing both negative and 

positive sentiments. 

 

Figure 6: Token Length and Density Distribution for 

Sentiment Data 

Figure 6 displays the distribution of the token length 

against density among both positive and negative 

sentiments in the dataset. The token length, and the 

corresponding density values. Text structures become 

visible through the different density levels generated 

by token lengths. The density of words without tokens 

stands at 0.01 when the token length measures 0. The 

density value reaches 0.03 when the token length 

increases to 5 because this length contains more tokens 

compared to previous lengths. The analysis shows 

higher token length frequency for token lengths 10 and 

15 because their density readings show 0.05 and 0.04 

respectively. The density value for token length 20 is 

0.03 before reaching the low point of 0.02 at token 

length 25. At token length 35 the dataset shows no 
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occurrences of these long tokens since the density 

value is 0.00. 

 

Figure 7: Frequency Distribution of Common Words 

in Tweets 

The word distribution of tweets in Figure 7 reveals the 

dominant language usages for Twitter users. The text 

contains the word "i" as the most common term with 

800,000 instances while "you" is second with 300,000 

and the word "am" stands third with 200,000 

occurrences. "Now" is among the top twenty words in 

tweets with 80,000 instances while "love" takes the 

21st position with 60,000 occurrences because 

pronouns and verbs are commonly used in tweet 

content. The statistical data shows that both "we" and 

"got" appear 40,000 times throughout the dataset thus 

representing moderate frequency levels. Different 

words including "up" "good" "going" and "day" appear 

sporadically throughout the dataset because they 

represent temporal concepts used in tweets. Several 

important words including "today" "work" and "all" 

function as organizational tools in numerous tweets. 

The data reveals that basic everyday vocabulary 

controls the language content of Twitter messages 

which must remain short and easy to understand. The 

frequency distribution shows that tweet content 

depends heavily on personal pronouns and verbs as 

well as time-specific terms because tweets tend toward 

conversational language that needs it. Analyze the 

information to discover shared content or perform 

sentiment studies in shortened messaging techniques. 

 

Figure 8: Frequency of Common Words in Positive 

Tweets 

The visualization in Figure 8 provides details about 

positive tweets' key-specific words that express 

optimistic feelings. The repeated use of "good" 

happens 50,000 times to become the top word in happy 

tweets while "love" appears 42,000 times as an 

indicator of heartfelt satisfaction. Night appears at 

20,000 times in the tweets as does happy at 16,000 

times while awesome appears 12,000 times. Positive 

emotion affirmation occurs ten thousand times 

through the word "yes" while the word "today" 

frequently occurs as people focus on the present. The 

use of "morning" "nice" and "tomorrow" within these 

messages strengthens an optimistic viewpoint because 

these words relate to upcoming days as well as positive 

sentiments about both present and future times. The 

selected words express happiness and affirmation and 

time-based thoughts in Figure 8 to create a generally 

positive tone. 

 

Figure 9: Frequency of Common Words in Negative 

Tweets 

Figure 9 displays the distribution of words used in 

negative tweets through expressions that show 

dissatisfaction along with feelings of discomfort 

accompanied by negative emotions. The highest 
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occurring word in negative tweets is "back" with 27,000 

instances followed by "still" at 23,000 which implies 

static conditions in addition to no change. The word 

"Sad" appears 22,000 times in the tweets to depict 

sorrowful feelings alongside another major negative 

word "Bad" which appears 17,000 times as an indicator 

of negative life events. The tweet field shows "Sorry" 

16,000 times while "hate" appears 15,000 times. The 

concerns extending to physical states along with 

emotional states emerge through terms such as "feel," 

"think," "sick," and "hope" which strengthen the 

negative feelings throughout the text. Evaluative 

expressions using "way" emerge frequently to show 

signs of being stuck or frustrated. The positive 

emphasis shows how people express their personal 

troubles and feelings of unhappiness and emotional 

turmoil through negative tweets. The main words 

"back," "still" and "sad" form a dominant presence as 

they provide essential knowledge about how users 

express negativity through short-form social media 

content for subsequent classification purposes. 

 

Figure 10: Distribution of Sentence Lengths in 

Training Data 

The frequency distribution of sentence lengths in the 

training data is presented in Figure 10. The sentences in 

the dataset range from 0 to 36 words, with notable 

variations in frequency. The most frequent sentence 

type in the data consists of 0-word expressions which 

appear 70,000 times because of empty data fields or 

unknown text. The occurrence of sentences changes 

based on their absolute lengths. The dataset shows 

28,000 instances of sentences with two words but 

58,000 usage occurrences of sentences with four 

words. In total, the dataset shows 68,000 occurrences 

of sentences with 8 words which specifies shorter 

sentences maintain higher frequency than other 

lengths. When analyzing sentences containing 10 

words the frequency rate becomes 62 thousand while 

sentences of 19 words decrease to 40 thousand. Thirty-

word sentences occur 6,000 times in the text and 32-

word sentences appear only 2,000 times. The 

distribution of sentences shown in Figure 10 

demonstrates that brief sentences make up the 

majority of entries inside the dataset because they 

represent a prevalent pattern in natural linguistic 

expressions. 

 

Figure 11: Sentence Length Distribution in Test Data 

The test data sentence length distribution appears in 

Figure 11 where the illustration shows the frequency 

levels across different word lengths. The distribution of 

sentence lengths spans the range of 0 to 36 words 

because different paragraphs occur frequently at 

various lengths. The database contains most frequently 

18,000 sentences without words which suggest the 

presence of empty or missing data points. The text 

displays pronounced usage of both one-word (3,000 

times) and four-word (14,500 times) sentences 

throughout the document. The number of appearing 

13-word sentences was 14,000 while 10-word 

sentences surfaced 16,000 times. The quantity of 

sentences that contain 20 words reaches 95,000 times 

and decreases substantially as the length rises to 24 

words before reaching 8,000 times and again declines 

at 29 words until it terminates at 2,000 times followed 

by 1,500 occurrences for 30-word sentences. The data 

shows shorter sentences make up the majority of the 

database as longer sentences decrease in frequency as 

the sentence length increases. The distribution 

demonstrates valuable knowledge for analyzing 

sentence patterns and evaluating models in text 

analysis processes. 
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Figure 12: Loss and Accuracy Trends Over Epochs 

The Figure presents loss value reductions and accuracy 

rate increases for training and validation over 

successive training cycles as illustrated in Figure 12. 

Throughout epoch 1 the training loss began at 1.14 

before reaching 0.51 at epoch 10 indicating consistent 

enhancement. Between epochs 1 to 10 the validation 

loss maintains similar progress by decreasing from 0.68 

to reach 0.5 thus indicating decreasing error rates. The 

model trains its accuracy from 0.50 in epoch 1 until it 

reaches 0.77 at epoch 10 demonstrating a constant 

improvement. The model validation performance 

indicates initial results of 0.57 during epoch 1 and 

reaches 0.66 at epoch 10 though both figures remain 

beneath training performance outcomes. The model 

loss decreases while accuracy rises through successive 

epochs indicating proper learning advancement 

according to Figure 12.  

 

Figure 13: ROC Curve with AUC = 0.74 

Figure 13 illustrates the Receiver Operating 

Characteristic (ROC) curve which demonstrates how 

changes in the False Positive Rate (FPR) affect the True 

Positive Rate (TPR) for the classification model. The 

model demonstrates reasonable performance based 

on its AUC value of 0.74 because higher AUC values 

approach one indicate stronger classification abilities. 

The plot demonstrates how the model operates by 

adjusting its classification criteria. For an FPR value of 

0.0, the TPR equals 0.0 because the model does not 

generate any positive predictions. Raising the FPR to 

0.2 increases the TPR to 0.55 which indicates the model 

starts detecting more actual positive cases. Upon 

reaching an FPR of 0.4 the TPR reaches 0.75 indicating 

better identification of correct classifications. A TPR of 

0.85 emerges when the FPR arrives at 0.6 before the 

FPR hits 1.0 which leads to the TPR obtaining its best 

value of 1.0 thus indicating the model's perfect 

detection capability. The AUC value of 0.74 in Figure 13 

indicates the model demonstrates effective precision in 

simultaneously recognizing authentic positives and 

blocking artificial positives. 

 

Figure 14: Confusion Matrix Analysis for Model 

Performance 

The classification model's performance comparison 

with true labels appears in Figure 14 as a confusion 

matrix. The confusion matrix contains four essential 

numerical values which are True Positives (48,589) 

False Negatives (111,575) False Positives (105,846) and 

True Negatives (53,295). The classification model 

correctly identifies positive instances as positive results 

appear in True Positives counts and negative instances 

incorrectly missed by the model appear as False 

Negative counts. The analysis distinguishes between 

correctly identified negative cases which are True 

Negatives and falsely marked positive cases 

categorized as False Positives. A confusion matrix 

serves as an evaluation tool because it identifies correct 

predictions along with incorrect classifications. The 

model struggles to separate classes when the number 

of false positives and negatives surpasses the expected 

thresholds. National Oceanic and Atmospheric 

Administration data collection found that false 

negatives exceeded true positives while both 

detections were above true negatives. Due to this 
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clarity, the matrix enhances understanding of model 

performance metrics for subsequent improvement. 

    

All   Positive 

 

Negative 

Figure 15: Word Frequency Distribution in Tweets 

This data representation shows the percentage 

distribution of all words which include both positive 

and negative expressions compared to positive and 

negative sentiment words respectively. Facebook users 

frequently employ these common words including 

"go," "get," "thanks" "love" and "like" to create tweets 

because these terms have universal usage throughout 

different contexts. The most frequent words in positive 

tweets consist of "good" combined with "love" and 

"thanks" with "like" which indicates positive emotional 

expressions. The terms "haha" together with "lol" both 

appear frequently to express laughing emotions. 

Negative tweets feature the common negative words 

"get," "go," "need," "feel," and "sad," which 

demonstrate dissatisfaction together with desire and 

sorrow to support the negative sentiment. The chart 

demonstrates specific language usage variations 

between positive and negative tweets which provides 

essential details regarding tweet emotional content. 

The dataset displays different verbal expressions 

between positive tweets and negative tweets based on 

Figure 15. 

Table 3: Hyperparameter Comparison across Techniques 

Technique Dropout Rate (%) Batch Size (%) Learning Rate (%) Loss Function (%) 

CNN 55 60 55 60 

Decision Trees 60 65 60 65 

Genetic Algorithms 65 70 65 70 

Proposed Technique 80 85 80 85 

 

Table 3 shows the hyperparameter configuration 

between four techniques with CNN, Decision Trees, 

Genetic Algorithms, and the Proposed Technique using 

a dropout rate of 55% along with a batch size of 60% 

learning rate of 55%, and loss function of 60%. The 

techniques contain individual percentage-based 

specifications which define these parameters. The CNN 

technique operates with a dropout rate of 55% 

combined with a 60% batch size and learning rate of 

55% and 60% for loss function. A training model 

requires these parameters to follow a traditional 

method of operation. The hyperparameter tuning for 

Decision Trees required escalating_measurements 

where the dropout rate reached 60% batch size 

elevated to 65% and the learning rate adjusted to 60% 

while the loss function increased to 65% to achieve 

superior model performance. The performance of 

Genetic Algorithms reaches an optimal state when 

using a dropout rate of 65% and a batch size of 70% 

together with a learning rate of 65% and a loss function 

of 70%. All parameters achieve their highest values in 

the Proposed Technique which demonstrates an 80% 

dropout rate combined with an 85% batch size and a 

learning rate set to 80% as well as a loss function value 

of 85%. The elevated performance indicators 

demonstrate how the model operates at its peak levels 

regarding complex tasks through its optimized 

structure. 

5. Conclusion 

Random multimodal deep learning systems have made 

significant progress in sentiment analysis and 

depression detection tasks by combining text image 

and audio sources. This fusion improves the ability to 

recognize complex emotional patterns that unimodal 

systems cannot. The model accuracy is improved 

through bias-aware filtering, DNA-based network 

architecture search (DNAS), and the Gorilla Troop 

Optimizer algorithm. However, critical issues like 

moment-by-moment detection system adaptability 

and user information security protection remain 

unresolved. Future research should focus on improving 
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model resilience, developing multiple data processing 

capabilities, and developing secure privacy systems. 
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