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ABSTRACT 

 

In this paper, we analyse the reasons for employee turnover using data from IBM's attrition survey. To 

begin, we used the correlation matrix to eliminate characteristics that were not strongly linked to others. 

Second, we found that a worker's monthly income, age, and the number of companies they've worked for 

all had significant effects on turnover, and we discovered this using Random Forest. Then, we used K-means 

Clustering to divide the population into two groups. The final quantitative analysis we performed used 

binary logistic regression, and it revealed that frequent travellers were 2.4 times more likely to abandon 

the group than infrequent ones. In addition, we discovered that human resources employees are more 

likely to resign than employees in any other division. 
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1. Introduction:  

Employee attrition refers to the gradual loss of 

workers over time due to normal causes like 

retirement or voluntary separation from the 

workforce1, and it has become a top concern for 

all businesses today due to the negative impact it 

has on workplace productivity and on meeting 

organizational objectives on time.2 Businesses 

should make it a priority to reduce staff turnover 

in order to maintain a competitive edge over rival 

businesses. As a result, it is essential for the 

growth of a business that its management 

identify the leading causes of employee turnover 

and work to improve the company's productivity, 

workflow, and overall performance. 

 

Contributions:  

The following are the paper's key findings.  

• We classify potential deserters using the 

K-means clustering algorithm after 

using Random Forest to identify the 

most influential factors in employee 

turnover. Clustering  

 

• Through the use of quantitative analysis, 

we were able to compare the rates of 

employee turnover between different 

demographics.  

 

This section will explain the remaining sections 

of the paper.   

In Section 2, we present the methods we'll be 

using and conduct an analysis of the data.   

In Section 3, we process the raw dataset by 

removing irrelevant variables and cleaning up 

the data.   

In Section 4 Our machine learning model is 

implemented.   

In the final section, we briefly review the key 

points.  

 

2. Analysis of the Data 

Since data on employee turnover is not generally 

considered to be public knowledge, we utilized 

the data set made available by Kaggle in this 

article. The data set contains 1471 records, and 

its 34 feature variables can be grouped into three 

categories: demographics, employment, and 

presence. In this research, we analyzed the 

impact of personality and length of service on 

employee turnover. The extent to which 

particular characteristics affect employee 

turnover. We also used machine learning 

algorithms to determine and foresee causal 

elements in employee turnover. In this paper, we 

applied the Logistic Regression, Decision Tree, 
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and k-means clustering machine learning 

techniques.  

 

 2.1 Random Forest  

Random forest is a type of machine learning that 

can be used for classification, regression, and 

other tasks by combining the results of many 

decision trees. By breaking the pattern of 

decision trees' over-reliance on the training data, 

random forest improves the model's accuracy. To 

get started, we can randomly replace pieces of 

the original data.3 While each of the sub-datasets 

has information that is unique from the others, 

there may be some redundancies. Each decision 

tree has an outcome, so we can use the sub-

dataset to build a sub-decision tree, which we can 

then use the voting mechanism of to arrive at a 

conclusion. Figure 1 depicts the results of the 

four datasets, three of which favored Alternative 

A and one favoring Alternative B, with 

Alternative A emerging as the winner.  

  

 
 

Figure 1: Decision-making process of random forest 

 

Random forest is a popular machine learning technique. The random forest technique is widely used in the 

realm of machine learning. It combines precise forecasting with a straightforward explanation of the 

underlying model. Predictions and generalizations in RF can be improved with the help of random sampling 

and ensemble methods. Because of this, it's also a great explanation. It can instantly calculate the relative 

importance of each factor. That is to say, it is possible to easily ascertain the relative significance of each 

factor in the decision-making procedure. To analyse the factors that lead to employee turnover, we built a 

Random Forest model for this study. We generate 100 replacement-based random samples from our 

dataset, and from those we select k(k34) employee characteristics at random to use in our decision tree. In 

total, there are 34 such characteristics. Each node in the decision tree will be subdivided into more "pure" 

(i.e., gender-specific) child nodes for the outcome variable based on the prediction factors. As a result, there 

will be a rise in the birth rate of "pure" (gendered) offspring. The next child node will not split off from its 

parent if the trait it will inherit is already present in the parent. Each decision tree resolves to a conclusion, 

and the one with the most votes is selected.4 
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2.2 Binary Logistic Regression  

 

The two main goals of logistic regression analysis 

are (1) estimating the likelihood of an event and 

(2) investigating the factors that contribute to the 

problem. In medicine, logistic regression is 

frequently used to investigate potential disease 

origins5. Potential risk factors for diabetes are 

being investigated, including age, smoking, 

alcohol consumption, and diet. Non-scale 

questions can be analyzed with logistic 

regression in questionnaire research, for 

example, to see how factors like age, gender, and 

household income affect consumers' propensity 

to make a purchase decision. Binary logistic 

regression is the most common statistical 

method.  

 

 
 

Employee turnover is 50% if y is between 0 and 

1. Coefficients (values from 0 to n) stand in for the 

influence of independent variables on the 

dependent one, such as gender, education, extra 

hours worked, employment status, etc.  (n=34, 

x1, x2,..., x34). Whether the regression coefficient 

is positive or negative, the value must have a 

justification. A positive regression coefficient for 

the dependent variable indicates a positive effect, 

while a negative value indicates a negative effect.  

 

2.3 K-means Cluster Analysis:  

 

K-means Clustering is used by the vast majority 

of existing apps. Given a set of K numbers and an 

equally large set of K starting cluster centers, 

move each point as close as possible to the center 

of its cluster. After compiling all the information, 

the new cluster center is calculated as an average. 

Only at the very end, in fact, does the cluster's 

center undergo any significant motion at all. This 

section's intent is to: 

 

 

If there are k cluster centers, then the jth cluster 

will have n total data points, and the Euclidean 

distance between cj and xi can be calculated as 

||xij cj ||. The k-means technique is used for data 

classification, where the set of data points is 

denoted by X = x1, x2, x3,..., xn, and the set of 

centers is denoted by c = c1, c2,..., ck. 

 

To get started, pick 'k' centers at random from 

your data set. Second, determine how far each 

data point is from the origin of each cluster. 

 

Third, have the information be located at the 

center of the cluster that is closest to the target 

location.  

 

After additional cluster centers have been 

identified, it is necessary to revise the formula n 

1 cj = xi (3) n i=1 (step 4) to account for the new 

distances between individual data points and 

their respective cluster centers.  

 

Figure 2 depicts the steps that make up K-means 

Clustering; if you get to step (6) without making 

any reassignments, you'll need to start over at 

step (3).  

 

 
 

 
 

Figure 2: Clustering process of K-means 

Clustering 

3. Data Processing:  

Our studies include 34 variables in total, but we 

did not include Employee Count, Over18, or 
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Standard Hours because they only have one level 

of data. Getting rid of features that aren't strongly 

correlated with other properties can help speed 

up computations. To see how strongly the factors 

are related, we created a "correlation matrix," a 

sort of table. The table below displays the levels 

of correlation between each factor.  

 

 

 

 

 

Figure 3: Correlation Matrix 

 

The correlations between job level and monthly 

pay are 0.95, job level and total years worked are 

0.78, and monthly pay and total years worked are 

0.77 (Figure 3), while the correlations between 

daily, hourly, and monthly rates are very low or 

nonexistent. Therefore, we are clearing the books 

by erasing the daily, hourly, and monthly rates. 

  

4.  Model Construction:   

Using the data provided, we will construct a 

machine learning model to predict employee 

turnover by selecting influential variables and 

classifying them by cause of departure.  

 

4.1 Feature Selection 

We've all had to figure out how to pick out the 

important features from a dataset and get rid of 

the irrelevant ones in order to make our model 

more accurate. As a result, we need to zero in on 

the causes of employee turnover that matter the 

most and ignore the rest.  

 

 
Figure 4: Important Features 

 

Figure 4 shows that a worker's likelihood of 

quitting increases with their monthly income, 

age, and distance from home, but is mitigated by 

marital status and being a female worker aged 
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40–50. Salary is a major motivator for employees 

to leave their jobs, and it also has a direct effect 

on people's standard of living. High-priced 

services (such as medical care) and the benefits 

of a healthy way of life are more accessible to the 

wealthy. People are willing to risk leaving their 

current jobs in search of those that pay more 

because they are so concerned about their 

financial stability. It's also common for recent 

graduates to bounce around from job to job 

before finding something that truly fulfills them. 

Leaving a job is easier for younger individuals 

since they are less committed, since they have 

their own families and children, seniors want to 

make sure they are financially stable. Too much 

of a commute to and from work is a common 

reason for people to quit their jobs. Research in 

the social sciences and the field of public health 

has found that commutes are bad for both 

commuters and society as a whole. Longer 

commute times have been linked to an increased 

risk of health issues like obesity, hypertension, 

high cholesterol, back and neck pain, marital 

strife, and early death.  

To accomplish this, we need both a training set 

and a validation set of information regarding 

employee turnover rates. The dataset was split in 

two, with 80% going to the training set and 20% 

to the test set. We made 100 predictions using 

RandomForest Classifier about employee 

turnover and recorded the average accuracy of 

these forecasts. To improve the clarity of the 

picture and to prevent any potential harm from 

using too many numbers, we intentionally 

omitted some data. Table 1 shows that overall, 

our model fits the data well, with an average 

accuracy of 0.84561.  

 

4.2 Classification of People 

K-means clustering is used to sort the 

information and find out what makes people 

more likely to give up. The former tend to lose 

interest, while the latter are more dedicated. 

Table 2 (expanded version in appendix table 4.4) 

shows that workers are less likely to quit their 

jobs when they are older, have more education, 

are more satisfied with their jobs, make more 

money each month, and have worked for more 

companies. Attrition rates range from low 

(cluster set 0) to high (1 cluster set). The results 

are consistent with observations and prior 

studies of Random Forest feature selection. We 

showed how a worker's likelihood of quitting 

changes with age, monthly salary, and commute 

time in the previous section. The number of 

employers an individual has worked for turns out 

to be a significant factor as well. People with 

three to four years' experience in the workforce 

are less likely to resign because they have a solid 

idea of where they want to work, while those 

with more than four years' experience in the 

workforce show signs of job-hopping instability. 

People at higher levels of an organization are less 

likely to leave because they are paid more and are 

held in higher esteem. The majority of entry-level 

workers are dissatisfied with their jobs and eager 

to move up the corporate ladder. The turnover 

rate is largely determined by employees' levels of 

contentment with their current positions. There 

is a direct correlation between employees' levels 

of job satisfaction and their likelihood to stay 

with an organization7. 

 

Table 1: Prediction Accuracy of Random Forest 

Table 2: Clustering 
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4.3 The Logistic Regression  

 

Here, we used binary logistic regression to 

forecast the connection between some 

explanatory variables (employee traits) and 

some latent ones (turnover rates). This model 

attempts to predict the relationship between 

indicators (employee traits) and an expected 

variable (employee turnover), where the 

dependent variable is a binary (NO:0, YES:1). 

We'll also look at the subgroups to see if there are 

any differences in what helps people quit 

smoking (see Table 4.5 of the annex for the full 

regression table).  

According to Table 4.3, frequent travelers have a 

turnover rate that is 0.361% higher than the 

overall employee turnover rate. Employees who 

never leave the office have a turnover rate nearly 

twice as high as frequent flyers. Assuming people 

don't take many vacations is a necessary 

condition here. And there is a 0.659% gender gap 

in attendance. The employee turnover rate in 

Human Resources is significantly higher than in 

other departments, whereas it is lower in 

Research Science, Laboratories, Manufacturing, 

and Healthcare. Consequently, the likelihood of 

job turnover is higher among those who have 

never been married or divorced than among 

those who are married. Finally, and this shouldn't 

come as a surprise, people who put in a lot of 

overtime are eager to find a new position. The 

accuracy of the Python logistics regression model 

needs to be verified before any conclusions can 

be drawn from it. The value of 0.8843 indicates 

that our model provides a close approximation to 

the data.  

 

 The aforementioned illustration demonstrates 

that our findings are consistent with the opinions 

of other specialists and with empirical evidence. 

Through the use of Random Forest and K-means 

Clustering, we identified the primary causes of 

employee turnover. To begin with, a person's 

monthly salary, the number of employers they 

have worked for in the past, and their age are the 

primary factors that influence whether or not 

they will quit their current job.   

According to the findings of Random Forest. 

According to the K-means Clustering analysis, 

long-term employees tend to have characteristics 

such as age, level of education, job satisfaction, 

monthly income, and number of employers. 

However, since everyone's motivations are 

different, more in-depth studies using qualitative 

analysis are necessary. The binary logistics 

regression was utilized for this purpose. 

Compared to the overall population, we found 

that the attrition rate was 0.659 times higher for 

females than for males, 0.427 times higher for 

married people, and 0.304 times higher for 

divorced people. In addition, the rate of attrition 

was 2.4 times higher for frequent flyers 

compared to those who only flew occasionally. 

We also learned that there is a high rate of 

turnover in the HR division. Finally, other 

interesting findings from our study include the 

lower attrition rate among those who have 

worked for only two to four companies compared 

to those who have worked for more, the lower 

attrition rate among women compared to men 

after six years in the workforce, and the lower 

attrition rate among those with a doctoral 

degree.  

 The dataset used to make turnover predictions 

was split in half (80% for training and 20% for 

testing), with the test set's accuracy being 

recorded. The results show that Logistics 

Regression is better suited for prediction in our 

dataset (accuracy of 0.8843 vs. 0.8456 for 

Random Forest).  

 

 We hope that the company will take this 

research and the suggestions we make to heart 

and show more concern for their employees and 

work to increase their job satisfaction. 

Concurrently, they should pay more attention to 

HR because many of its employees are unhappy 

in their roles. The company also has an obligation 

to provide its employees with reasonable time off 

to rest and spend with their loved ones. It's 

generally accepted that workers perform better 

when they are allowed more frequent breaks.  

 

 Using a combination of statistical and visual 

methods, we can examine how the values in each 

column of satisfaction differ in relation to one 

another.   

 



                      Vol 44 No. 8                                                                                     
 August 2023 

 

741 

Journal of Harbin Engineering University 
ISSN: 1006-7043 

 

 

Table 3: Regression Result 

 

 
Table 4: Results of Clustering 
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Table 5: Results of Logistics Regression 

 

CONCLUSION 

Our findings are consistent with both empirical 

data and those of other researchers, as this model 

shows. Through the use of Random Forest and K-

means Clustering, we were able to determine the 

factors that had the greatest impact on employee 

turnover. First, according to Random Forest, the 

main factors influencing employees' decisions to 

leave their jobs are their monthly wage, their age, 

and the number of companies they've worked 

for. According to the K-means Clustering study, 

long-term employees tend to have characteristics 

such as age, level of education, job satisfaction, 

monthly income, and number of employers. 

Nonetheless, given the diversity of human 

motivation, additional research employing 
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qualitative methods is required. For this, we used 

the binary logistics regression. Females had an 

attrition rate that was 0.659 times higher than 

males', married people had an attrition rate that 

was 0.427 times higher than the general 

population, and divorcees had an attrition rate 

that was 0.304 times higher than the general 

population. In addition, the attrition rate was 

2.4% higher for frequent fliers than it was for 

those who took fewer trips. We also learned that 

the human resources department has a high 

turnover rate. Finally, other interesting findings 

from our study include a lower attrition rate 

among those who have only worked for two to 

four companies compared to those who have 

worked for more, a lower attrition rate among 

women compared to men after six years in the 

workforce, and a lower attrition rate among 

those with a doctoral degree. 

 

The accuracy of the turnover predictions was 

reported based on the performance of the test 

set, which was comprised of 20% of the original 

dataset. Our data analysis indicates that Logistics 

Regression performs better than Random Forest 

at making predictions (accuracy of 0.8843 versus 

0.8456). 

 

We're crossing our fingers that the company will 

take our findings and recommendations 

seriously and do more to make their employees 

happy at work. At the same time, they need to 

focus more on human resources because many of 

its workers are dissatisfied. The company must 

also ensure that workers are given adequate time 

off to relax and spend with their families. It's 

common knowledge that allowing employees 

more frequent breaks boosts productivity. 

 

REFERENCES 

 

1. According to Bhatnagar (J. (2007). 

Employee engagement in Indian IT 

service providers: a key retention 

strategy for talent management. 

Relations with staff.  

 

2. R. Jain and A. Nayyar. (The month of 

November in the year 2018). Using 

xgboost, a machine learning technique, 

we can foresee employee turnover. 

System modeling and progress in 

research trends (smart): Proceedings of 

the 2018 International Conference (pp. 

113-120). IEEE. 

 

3. Pal, M. (2005). Classification in remote 

sensing using a random forest classifier. 

The international remote sensing 

journal, volume 26 issue 1, pages 217–

222. 

 

4. Qi, Y. (2012). In bioinformatics, a 

random forest is used. Methods and 

applications for ensemble machine 

learning. Pages 307-323. Published by 

Springer US in Boston.  

 
 

5.  Meng X H, Huang Y X, Rao D P, etc. 

Predicting diabetes and prediabetes 

using risk factors: a comparison of three 

data mining models[J]. 2013;29(2):93-

99 The Kaohsiung Journal of Medical 

Sciences. 

 

6. The choice of K in K-means clustering: D. 

T. Pham, S. S. Dimov, and C. D. Nguyen, J. 

Cluster Analysis. Part C: Journal of 

Mechanical Engineering Science, 

Proceedings of the Institution of 

Mechanical Engineers, 2005, 219(1), 

pages 103-119. 

 

7. Chen Weiqi. Chinese Education& Society 

40, no. 5 (2007): 17-31 "The structure of 

secondary school teacher job 

satisfaction and its relationship with 

attrition and work enthusiasm." 

 

 

 

 

 

 

 

 


